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Methods and applications of single-cell transcriptomics

Abstract

Single-cell transcriptomics has transformed biology by enabling deep interrogation of the RNA

contents of individual cells. This has led to in-depth study of cellular heterogeneity and the role of

cell state transitions in disease. Observational single-cell studies have moved towards hypothesis gen-

eration about complex cellular processes; interventional studies enable mechanistic insights. Here,

we use single cell transcriptomics to identify cell states underlying nasal polyp formation. We also

interrogate how gene expression in the sinus changes in response to asthma treatment, combining

single cell and bulk analyses for a more complete view. We then move beyond changes in individual

cell types to uncover how cells relate to each other, using matrix decomposition to reveal multi-cell-

type changes in gene expression in breast cancer, suggesting interaction signatures specific to breast

cancer subtypes, and interactions predicting response to treatment. Our findings on drug response

in these two disease cases were limited by a lack of robust statistical tools; to improve tools for inter-

rogating perturbation response in single cells, we created an annotation-harmonized collection of

single cell perturbation studies, then used this data resource to characterize the performance of E-

statistics for evaluating perturbation similarity and efficacy. In total, this thesis contains two stories

of using perturbation in patients to study disease, and one example of using a collection of datasets

to improve methods used for interrogating biological systems.

iii



Contents

Title Page

Copyright

Abstract iii

ࣿ Introduction ऀ

ऀ The sinus transcriptome in aspirin-exacerbated respiratory disease ऄ
ऀ.ऀ Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . अ
ऀ.ँ Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . अ
ऀ.ं Proliferating B cells in nasal polyps . . . . . . . . . . . . . . . . . . . . . . . . . ऀऀ
ऀ.ः The inferior nasal turbinate as a marker tissue for drug response . . . . . . . . . . ऀआ
ऀ.ऄ Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ंࣿ

ँ Cell state and cell-cell communication in triple-negative breast can-
cer ंँ
ँ.ऀ Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ंँ
ँ.ँ Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ंं
ँ.ं Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ंई
ँ.ः Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ःं
ँ.ऄ Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ऄई

ं Point cloud distance metrics for single cell perturbation data अः
ं.ऀ Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . अऄ
ं.ँ Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . अअ
ं.ं Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . अई
ं.ः Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . इऀ
ं.ऄ Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ईआ

ः Conclusion ऀࣿࣿ

iv

�

��



Appendix A An unbiased estimator for the E-distance ऀࣿअ

Appendix B Robustness Analysis of E-statistics ऀऀऀ

Appendix C Computational complexity of the E-test ऀऀ9

References

v

���



List of Figures

1.1 Arachidonic acid metabolism is dysregulated in aspirin-exacerbated respiratory disease
(AERD). Red arrows denote changes in levels or activity in AERD. Receptors and
ligand-receptor interactions are denoted in blue. COX-1 and COX-2 refer to cyclooxy-
genase 1 and 2 respectively. LTA4 is an unstable product. Simplified from111. . . . 8

1.2 Quality control plots for B cells from surgical samples. nFeature_RNA is the number
of genes detected in each cell. nCount_RNA is the number of counts detected in each
cell. percent.mt is the percentage of counts frommitochondrial RNA. These plots were
used to establish cutoffs of 200−−2000 for the number of features per cell and<
10%mitochondrial reads. Cells outside of these ranges were excluded from further
analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.3 UMAP projection of scRNA-seq from150. Cells are colored by diagnosis. The inset
shows B cells re-analyzed here. κ and λ class-switched cells form two separate clusters;
a third cluster is characterized by higher levels of proliferation markers. . . . . . . 13

1.4 Louvain clustering of B cells, displayed on UMAP coordinates. 5 clusters are appar-
ent. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.5 Major clusters are separated by κ and λ identity. IGK and IGL fractions are the per-
centages of total reads originating from genes starting with IGK or IGL respectively. 15

1.6 KL ratio for each sample (left) and diagnosis (right). Although the ratio varies across
patients, it does not change with diagnosis. . . . . . . . . . . . . . . . . . . . . . 15

1.7 κ−λ ratio for each sample (left) and diagnosis (right). Although the ratio varies across
patients, it does not change with diagnosis. . . . . . . . . . . . . . . . . . . . . . 16

1.8 Expression of IL-5 receptor alpha (IL5Rα) in plasma cells from patients with AERD
and chronic rhinosinusitis with nasal polyps (CRSwNP). . . . . . . . . . . . . . 16

1.9 multidimensional scaling (MDS) plot for all samples shows read depth predominates.
Points are scaled by the total number of reads and colored by condition. Number of
reads is represented by the scale of the dots; small, less, sequenced dots are separated
byMDS dimension 1. A: control, B: acute, C: 8 weeks, D: 10 weeks. . . . . . . . 18

1.10 MDS plot for samples with at least 30M reads shows that outliers were successfully re-
moved. A: control, B: acute, C: 8 weeks, D: 10 weeks. . . . . . . . . . . . . . . . 19

vi



1.11 Scrapes consisted predominantly of epithelial cells. Cell type fractions predicted us-
ing CIBERSORTx148. Samples are labeled as ’patient ID_timepoint’. . . . . . . . 21

1.12 IL-22 counts and predicted neutrophil level are somewhat correlated across all sam-
ples (Pearson = 0.68). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.13 Although IL-22 is significantly different during the acute reaction, this finding is likely
not meaningful. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.14 RAMP1 is downregulated during acute aspirin reaction (adjusted p=0.02). . . . . 23
1.15 Ajuba is upregulated during acute aspirin reaction (adjusted p=0.04). . . . . . . . 24
1.16 Three different alpha-amylases are decreased during acute aspirin reaction. . . . . 25
1.17 Growth hormones GH1 and GH2 have matching decreases during aspirin reaction. 26
1.18 Genes which had increased expression after aspirin desensitization. Adjusted p-values

for individual comparison from control using DESeq are denoted using asterisks (*:
p < 0.1, **: p < 0.05, ***: p < 0.01) . . . . . . . . . . . . . . . . . . . . . . . . 27

1.19 Genes which had decreased expression after aspirin desensitization. Adjusted p-values
for individual comparison from control using DESeq is denoted using asterisks (*: p <
0.1, **: p < 0.05, ***: p < 0.01) . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.20 Some genes with only unadjusted significant p-values with known relevant functions
may be playing a functional role in desensitization response. . . . . . . . . . . . . 29

2.1 uniformmanifold approximation and projection (UMAP) plots produced using PCA
and single-cell variational inference (scVI) of breast cancer data from151. A circle high-
lights a subpopulation of ER+ tumor cells which are visibly distinct only after scVI
reduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.2 multicellular program (MCP) membership for PCA and scVI reductions of data in151.
Black squares denote cell types included in the MCP on the x-axis. . . . . . . . . 45

2.3 Pair plot for the first MCP for the scVI dimensionality reduction. Along the diago-
nal is a histogram of the average score for eachMCP by sample for the listed cell type.
Significance and Pearson correlations for each pair are displayed in the upper triangle.
For the scatter plots in the lower triangle, each dot represents a patient average for the
cell types listed on the given row (x-axis) and column (y-axis). Points marked in red are
samples from patients with TNBC. . . . . . . . . . . . . . . . . . . . . . . . . 46

2.4 Pair plot for the first MCP for the PCA dimensionality reduction. Along the diago-
nal is a histogram of the average score for eachMCP by sample for the listed cell type.
Pearson correlations for each pair and associated significance are displayed in the up-
per triangle. For the scatter plots in the lower triangle, each dot represents a patient
average for the cell types listed on the given row (x-axis) and column (y-axis). Points
marked in red are samples from patients with TNBC. . . . . . . . . . . . . . . . 48

2.5 MCP score for MCP3 in breast cancer tumors from151. triple-negative breast cancer
(TNBC) tumors are shown in blue; ER+ and HER2+ tumors are analyzed together
and shown in red. MCP3 score is relatively similar across breast cancer types aside from
in pericytes; where a high-MCP3 subpopulation is seen only in TNBC. . . . . . . 49

vii



2.6 Pair plot for MCP4 from analysis of220. Along the diagonal is a kernel density estimate
of the average score for eachMCP by sample for the listed cell type. For the scatter plots
in the lower triangle, each dot represents a patient average for the cell types listed on
the given row (x-axis) and column (y-axis). All patients in the partial response category
had tumors which shrank after treatment but were not entirely eliminated. . . . . 51

2.7 Single-cell MCP scores for cells from patients who did or did not respond to treatment
in220. Cells from patients who received either treatment are pooled here. . . . . . 52

2.8 MCP loadings for a response-predictive MCP in memory B cells and CD4 central mem-
ory T cells. The top ten positive and negative contributory genes are shown, with their
associated component contribution on the y-axis. . . . . . . . . . . . . . . . . . 55

2.9 The proportion of MCP genes identified via the DIALOGUEmultilevel marketing
procedure that are also significant (adjusted p-value <0.01) according to differential
expression testing of high-MCP and low-MCP cells. Cell type abbreviation expansions
are in Table 2.1. The t at the start of each name refers to tumor residence. Along the
x-axis are genes increased (up) or decreased (down) for eachMCP. . . . . . . . . . 56

2.10 Jaccard indices between topMCP genes as determined by DIALOGUE and the MCP
loadings (left) and as determined by multilevel modeling or by direct testing (right).
The multilevel modeling genes (DIALOGUE genes as determined by the method in93)
have minimal overlap with the MCP loadings, and moderate overlap with genes dif-
ferentially expressed between top and bottomMCP . . . . . . . . . . . . . . . . 57

2.11 Top genes with increased expression in each of the most treatment-response associated
cell types in MCP4 of220. Rankings are z-scores from t-tests comparing gene expres-
sion in the 10% of cells with the highest and lowest MCP4 scores for each cell type. 58

2.12 An example imaging mass cytometry (IMC) region of interest with cell type labeling
from AnnoSpat. This is from a slice of a core needle biopsy of a pre-treatment TNBC
patient. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.13 Example neighborhood enrichment analysis. In the image shown in Fig. 6, fibroblasts
are over-represented in the 100-300 distance range. Neighborhood enrichment statis-
tics were calculated using squidpy152 . . . . . . . . . . . . . . . . . . . . . . . . 63

3.1 Effect of subsampling UMI counts per cell and number of cells per perturbation on
E-statistics. (A) E-distance of each perturbation to unperturbed in149 while subsam-
pling the number of cells per perturbation; Color indicates E-test results; “significance
lost”: perturbation significant when all cells are considered, but not significant after
subsampling. The E-test loses significance with lower cell numbers while the E-distance
actually increases. (B) Overall number of perturbations with significant E-test decreases
when subsampling cells. (C) As in Subfigure A but subsampling UMI counts per cell
while keeping the number of cells constant. Loss of E-test significance and dropping
E-distance to unperturbed as overall signal gets deteriorated with removal of counts.
(D) As in Subfigure B but subsampling UMI counts per cell while keeping the num-
ber of cells constant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

viii



3.2 Single-cell perturbation-response datasets are diverse in type, size, and quality. (A) The
majority of included datasets result from CRISPR (DNA cut, inhibition or activation)
perturbations using cell lines derived from various cancers. (B) Sequencing and cell
count metrics across scPerturb perturbation datasets (rows), colored by perturbation
type. From left to right: distribution of total RNA counts per cell (left); distribution
of the number of genes with at least one count in a cell (middle); distribution of num-
ber of cells with at least one count of a gene per gene (right). Most datasets have on
average approximately 3000 genes measured per cell, though some outlier datasets have
significantly sparser coverage of genes. Center line, median; box limits, upper and lower
quartiles; whiskers, 1.5× interquartile range. . . . . . . . . . . . . . . . . . . . . 82

3.3 (A) Definition of E-distance, relating the width of cell distributions of high-dimen-
sional molecular profiles to their distance from each other. A large E-distance of per-
turbed cells from unperturbed indicates a strong change in molecular profile induced
by the perturbation. (B) Distribution of E-distances (plus 1 for log scale) between per-
turbed and unperturbed cells across datasets. The number of perturbations per dataset
is displayed along the bottom. Note that this plot is best used to compare the shape
of the E-distance distribution rather than the magnitude; the mean E-distance will vary
significantly with other dataset properties. (C-E) Analysis based on E-statistics for one
selected dataset149: (C) Distribution of E-distances between perturbed cells and un-
perturbed cells as in subfigure B. Each circled point is a perturbation, i.e., represents
a set of cell profiles. Each perturbation was tested for significant E-distance to unper-
turbed (E-test). (D) Pairwise E-distance matrix across the top and bottom 3 perturba-
tions of Figure 3C and the unperturbed cells. (E) UMAP of single cells of the weak-
est (left, bottom 3) and strongest (right, top 3) perturbations. . . . . . . . . . . . 84

3.4 Behaviour of E-distance and E-test in simulated data. Varying L2FC of DEGs and pro-
portions of genes that are simulated as differentially expressed. E-test significance (ad-
justed p-value< 0.01) marked with “*”. . . . . . . . . . . . . . . . . . . . . . . 85

3.5 Relationship between E-test significance and visual separation in two UMAP dimen-
sions. UMAPs for simulated data corresponding to Figure 3.4. Note that we forced
1/3 of cells in the non-control group (orange) to have no phenotype change in order
to mimic CRISPR-cas9 data. Significance of E-test marked in top right corner of each
UMAP as in Figure 3.4 * indicates significant E-test results, n.s. not significant. Genes
DE is the number of genes differentially expressed. The red line denotes the bound-
ary of significance loss. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.6 E-distance dissects perturbation hierarchy in data from Papalexi et al. (A) E-distance
between cells of all pairs of perturbations in Papaplexi et al. dataset153 Hierarchical clus-
tering of this matrix reveals two groups, one which is more similar to unperturbed cells
(green) and one which has a stronger transcriptional change (orange). (B) Signaling
pathway downstream of IFNG receptor. Permutations of nodes upstream of IRF1
induce similar phenotypes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

ix



3.7 Histogram of cells per perturbation in73. Many perturbations had fewer cells than our
standard recommendation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.8 Background doses are separated by an underscore. For (a), the units are BMP4 (ng/
mL); Scriptaid and decitabine(μL); retinoic acid (ng/mL). For (b), the units are BMP4
(ng/mL); EGF and bFGF (ng/mL), Scriptaid and decitabine(μL). E-distance is mea-
sured from the lowest dose of the x-axis drug on the indicated background set of per-
turbations. Data from73. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

3.9 (A, B) Pairwise E-distances for two datasets119,141 between perturbations and control
in different feature spaces defined by four different methods (ChromVar, latent seman-
tic indexing (LSI)-embedding, gene scores, and peaks). (C,D) Corresponding pairwise
Pearson correlations of E-distances to control across feature spaces. . . . . . . . . 93

3.10 Visualization of cell type relationships in full multimodal dataset after batch correc-
tion. Coordinates and cell type annotations from81 . . . . . . . . . . . . . . . . 95

3.11 Hierarchical clustering of pairwise E-distances computed using RNAmatches prior
knowledge of transcriptome-defined cell types. Dendrogram and heatmap use the same
distances. Data from81 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.12 As in Figure 3.11 but using antibody-tagged surface proteins instead of RNA. . . 96

A.1 Sample correcting the calculation for σ removes count bias of the E-distance with re-
spect to sample size. The naive estimator uses Equation A.2, and the bias corrected uses
Equation A.4. Vertical lines show standard deviation across 50 simulation runs. The
mean of σ and E-distance remain confident as fewer data points are sampled. Each of
the 30 dimensions used in this example is an independent Gaussian with the same mean
and variance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

A.2 PCA prior to E-distance biases results at low n. Both sigma and delta change due to
PCA. Convergence at around 100 cells. Dimensions were independent. . . . . . 110

B.1 Asymmetric sample sizes: as long as both conditions have at least 200 cells, E-distances
and E-tests are well-behaved. For varying number of cells in the control group and fixed
(n=200) number of cells per perturbed group we recorded for each perturbation the
(A) E-distance to control cells and (B) the number of perturbations with a significant
E-test (p-value< 0.05). Black line corresponds to average over all perturbations, all
colored lines to different perturbations. RNA data from153. . . . . . . . . . . . . 112

B.2 (A),(B) E-distance is largely stable when at least 2000 (gray line) genes are used to com-
pute PCA. The dotted line is at 2000 highly variable genes. (C),(D) Modification of
feature selection to specifically use genes which are differentially expressed under per-
turbations minimally effects the E-distance. HVG: highly variable genes; DEG: dif-
ferentially expressed genes; hybrid: the union of HVGs and DEGs. . . . . . . . . 114

B.3 Overlap of genes from different feature selection methods in the two datasets consid-
ered. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

x



B.4 Tests on robustness of E-statistics to dataset properties and parameters. (A) Chang-
ing the number of principal components from PCA has a small effect on the E-test
for most datasets. (B) For most datasets, E-test results are stable between 500 and 4000
HVGs. (C) E-distance computed in a single, joint PCA is highly correlated with E-dis-
tance computed in a separate PCA per perturbed-unperturbed combination across
three exemplary datasets. Consistently high Pearson correlations indicate strong equiv-
alence between both approaches across datasets. Perturbations were subset to 200 cells
prior to other calculations; perturbations with fewer than 200 cells were removed. . 116

B.5 Impact of jointly varying multiple parameters on empirical E-statistics results. For two
datasets (top: NormanWeissman2019_filtered149; bottom: ZhaoSims2021223) the
following were jointly varied: cells per perturbation, average counts per cell, HVGs used
for PCA, and PCs used to compute the E-distance. . . . . . . . . . . . . . . . . 117

xi



List of Tables

1.1 Marker genes for B cell substates as supplied by Tanya Laidlaw. HI refers to high ex-
pression, MID to medium expression, LO to low expression. Cells are left blank where
expression is not clearly defined for the relevant cell type. . . . . . . . . . . . . . 12

1.2 High-quality samples available for each patient . . . . . . . . . . . . . . . . . . . 19

2.1 Cell type abbreviations and names after filtering for DIALOGUE analysis of220. . 41
2.2 Cell and sample counts used for DIALOGUE analysis after filtering151. . . . . . . 43
2.3 Cell type associations with treatment response. This is testing whether the average MCP

score for each cell type for each patient’s pre-treatment tumor sample was significantly
different in responding and non-responding patients. The p-values were calculated
using an independent t-test. Adjusted p-values were adjusted for the number of cell
types tested using a Benjamini-Hochberg correction factor. . . . . . . . . . . . . 53

3.1 Dataset information for experiments included in the scPerturb database. *: perturba-
tion total treats perturbations A, B, and (A and B) as three unique perturbations

†: T-cell receptor (TCR) stimulation . . . . . . . . . . . . . . . . . . . . . . 70

xii



List of Acronyms

AERD aspirin-exacerbated respiratory disease
AJUBA Ajuba lim protein
ANXA3 annexin A3
bFGF basic fibroblast growth factor
BIRC5 baculoviral IAP repeat containing 5
BRCA1 breast cancer gene 1
CAF cancer-associated fibroblast
CCA canonical correlation analysis
CCDC85A coiled-coil domain containing 85A
CFAP47 cilia and flagella associated protein 47
CITE-seq cellular indexing of transcriptomes and epitopes
CLR centered log ratio
COPD chronic obstructive pulmonary disease
CRABP2 cellular retinoic acid binding protein 2
CRSwNP chronic rhinosinusitis with nasal polyps
CysLT cysteinyl leukotriene
CysLT1R cysteinyl leukotriene receptor 1
CyTOF cytometry by time of flight
DC dendritic cell
DEG differentially expressed gene
EGF epidermal growth factor
ER estrogen receptor
EP2 PGE2 receptor 2 subtype
FLACC1 flagellum associated containing coiled-coil domains 1
FN1 fibronectin 1
FOXD2 forkhead box D2
GREB1 growth regulating estrogen receptor binding 1
GWAS genome-wide association study
HIST1H2AJ histone Cluster 1 H2A Family Member J
HER2 human epidermal growth factor receptor 2

xiii



HSP heat shock protein
HVG highly variable gene
IgE immunglobulin E
IGLL1 immunoglobulin lambda like polypeptide 1
IL5Rα IL-5 receptor alpha
ILC innate lymphoid cell
ILC2 type 2 innate lymphoid cell
IMC imaging mass cytometry
iPSC induced pluripotent stem cell
JUN Jun proto-oncogene
KRT5 keratin 5
L2FC log-2-fold change
LFC log-fold change
LSI latent semantic indexing
LTC4S leukotriene C4 synthase
LTE4 leukotriene E4
LXA4 lipoxin A4

MAIT cell mucosal-associated invariant T cell
MCPT Monte Carlo permutation test
MCP multicellular program
MDS multidimensional scaling
MKI67 marker of proliferation Ki-67
miRNA microRNA
NACT neoadjuvant chemotherapy
NB negative binomial
NK natural killer
NOD1 nucleotide-binding oligomerization domain
PBMC peripheral blood mono-nuclear cell
PCA principle component analysis
PC principle component
PD-1 programmed cell death protein 1

xiv



PD-L1 programmed death-ligand 2
peak bc peak barcode
PGE2 prostaglandin E2
PGD2 prostaglandin G2
PGH2 prostaglandin H2
pDC plasmacytoid dendritic cell
PR progesterone receptor
RAMP1 receptor activity modifying protein 1
S100A13 S100A13
scATAC-seq single cell assay for transposase-accessible chromatin using sequencing
scRNA-seq single-cell RNA sequencing
scVI single-cell variational inference
SLC solute carrier
sgRNA single guide RNA
SNP single nucleotide polymorphism
SPHK1 sphingosine kinase 1
TAM tumor-associated macrophage
Tcm cell central memory T cell
Th2 cell type 2 T helper cell
TCF7L2 transcription factor 7-like 2
TCR T-cell receptor
TME tumor micro-environment
TNBC triple-negative breast cancer
tSNE t-distributed stochastic neighbor embedding
TTLL9 tubulin tyrosine ligase-like 9
TXA2 thromboxane A2
UMAP uniformmanifold approximation and projection
UMI unique molecular identifier
VAE variational autoencoder
ZINB zero-inflated negative binomial

xv



Author List

The following authors contributed to Chapter 1: Stefan Peidli, Ciyue Shen, Torsten Gross, Joseph
Min, Samuele Garda, Bo Yuan, Linus J. Schumacher, Jake P. Taylor-King, Debora S. Marks, Au-
gustin Luna, Nils Blüthgen, Chris Sander.

S.P. and T.D.G. jointly wrote the manuscript with contributions from T.G. C.Sh. and J.P.T-K.,
and consultation fromN.B., C.Sa and L.S. T.G. performed ATAC-seq data processing. S.P., T.D.G.,
and C.Sh. performed all other data processing. Analysis, statistics, and mathematical development
was performed jointly by S.P. and T.D.G. J.M. developed the initial website housing the database.
S.G. unified annotations for drug perturbations. C.Sa., N.M., A.L., D.S.M., and N.B. conceived of
the project, with initial idea development by B.Y. A.L., N.B., and C.Sa. supervised the work with
consultations fromD.S.M.

The following authors contributed to Chapter 2: Kathleen Buccheit, Daniel Dwyer, Jose Ordovas-
Montanes, Debora S. Marks, Tanya Laidlaw.

T.L. and K.B. conceived of the project. J.O.-M. advised on data analysis. D.D. supplied anno-
tated single cell data objects. K.B. collected patient samples and advised on interpretation. T.D.G.
organized cross-institutional sequencing, performed data analysis, and wrote the manuscript. D.M.
and T.L. supervised the work.

The following authors contributed to Chapter 3: Giuseppe Torrisi, Yuge Ji, Luciana M. Luque,
Debora S. Marks, Linus J. Schumacher, Chris Sander.

T.D.G. performed transcriptomics analysis and wrote the manuscript. Y.J. re-implemented the
matrix decomposition algorithm in Python and advised on interpretation. G.T. was involved in
extensive ongoing discussion throughout and performed analysis of spatial data with L.M.L. C.S.
conceived of the project. L.J.S. and C.S. supervised the work with consultation fromD.S.M.

xvi



Tomy parents, William Green and Linda Durakis, who have spent my lifetime
nurturing my curiosity.

xvii



Acknowledgments

This dissertation took seven years, and I wouldn’t be here finishing it without the support
of many, many people, certainly more than I’m able to thank here.

First, academically: thank you to Debbie, for believing in me from the very beginning, and thank
you Chris, for guiding me towards scientific maturity in the final years. Thanks also go to the many
other faculty members who guided me, formally and informally, including past and present commit-
tee members: Allon Klein, Stefani Spranger, Alex Shalek, Caroline Uhler, and Galit Alter. Thank
you to the other mentors I’ve had along the way: Tanya Laidlaw, Linus Schumacher, Nils Blüth-
gen, Suzanne Gaudet, and Allessandra Welker, and I’m sure others I’m forgetting to name. Copious
thanks to Miao-Ping Chien for teaching me to think like a biologist. Thank you to my many won-
derful labmates past and present, particularly my closest-cohort of Eli Weinstein, June Shin, Ada
Shaw, Aaron Kollasch, Alan Amin, and Rose Orenbuch—you all made the lab such a wonderful
place to be. Thank you to Stefan Peidli, my partner in single-cell analysis and always a true joy to
work with. Thanks to Kelly Brock, who’s continued to support me even after she left the lab, and
the many other post-doctoral fellows, particularly Mafalda Dias, Jonny Frazer, Nikki Thadani and
Benni Schubert. I joined the lab because I knew from the beginning that it was a safe place to take
intellectual risks, and I never had to be embarrassed about asking questions—everyone in the lab
helped make that true.

Thank you to everyone in the Biophysics program. JimHogle, Martha Bulyk, VenkyMurthy,
and Rachelle Gaudet: you made a Biophysics program that was such an open place for me to grow.
And thanks always to Michele, who was there keeping the gears of the program turning and also
always so deeply emotionally supportive of every one of us. Thank you to everyone in my cohort,
especially Duluxan and Kevin—I really couldn’t have done it without you. Beyond the Biophysics
program, I found my scientific home in the Systems Biology department, and I’m grateful to ev-
eryone there for welcoming me in. The SysDevBio journal club—David, Debra, Hailey, Kalki,
Gemma, Anna—really helped me through the middle years, and was a huge force in my thinking.

The deepest of thanks to everyone who made the Harvard Graduate Student Union and the
finance and benefits committee possible: Lisa, Matt, Rachel, Ashley, Steffanie, Jenni, Belle, Cory,
Bridger, Denish...I could so easily keep going: I can only hope that in the next stage of my life I can
accomplish something half as meaningful as what we’ve built here. Thank you also to my many
medical providers who believed me, supported me, and did everything they could to help, especially

xviii



everyone at Spaulding, and particularly Joseph Hanak, who sat down with me in 2018 and said he’d
get me better and then did.

Thank you to all of my wonderful friends, particularly Grace, who’s stayed within 5 miles of me
since 2003, and Aina andMichael, who have kept close through their many moves. I feel so lucky to
have gone through my PhD alongside Jinghui, Adam, Tej, and innumerable others. Thank you to
Chris, for supporting me through the indecision of my early years, and Xuan, for signing up to be
there through the final ones.

Thank you to my family: my parents, who supported me in every possible way through all of
the ups and downs. My sisters: Amelia, thank you for following me to Boston, being my friend
always, and helping me so, so much over the years. Sophia, thank you for trusting me to take care
of you, and sharing in the hardest parts with me. And thank you too especially to my grandpar-
ents: GrandmaMary, for loving me no matter what; Papa, for making sure I knew he was proud
of me; and Grandma Rhoda, for the mountain of books, letting me win at Scrabble and for the
many, many phone calls. I wouldn’t be the person and thinker I am today without you, and I wish
so deeply that you were still here to see me in this moment of accomplishment.

xix



0
Introduction

Organisms are composed of tissues, which are made of cells, which themselves are funda-

mentally bags of proteins, amino acids, and other miscellaneous chemicals. The biologist’s task is

to make sense of these complex, lipid-bilayer-wrapped objects—why they act the way they do, how

they interact with each other, and how those interactions give rise to tissue and organ-level behavior.

This work uses single-cell transcriptomics to move towards understanding cellular function in
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context by measuring the RNA in individual cells and using computational methods to contextual-

ize those measurements. We use single cell transcriptomes to define cell states, and then study how

those cell states change in response to interventions. High throughput single-cell RNA sequenc-

ing (scRNA-seq) relies on droplet microfluidics to physically separate, label, and then rejoin and

sequence the transcriptome of individual cells105,134. In general, only 10-20% of the transcriptome

is amplified for sequencing88. The resultant cell-by-gene matrices are very sparse, and interpreting

which zeros are true absence of expression is complicated; similarly identifying to what extent ob-

served heterogeneity is true difference between cells is challenging.

Even with perfect knowledge of the RNA in every cell, we still wouldn’t have a perfect measure.

The transcriptome is a snapshot of what cells are producing at a given point in time, and, in the

case of single-cell, a very messy one. There is significant variation across experiments and even more

across experimental protocols191. Ambient contamination due to dead cells is also common; this is

most obvious when cells of a given type seem to be expressing conflicting markers, such as immune

cells from a given sample showing epithelial markers only in a subset of batches. Methods for cor-

recting this such as SoupX estimate background contamination using empty droplets, and correct

for that contamination in the remainder of the dataset217. Layering on corrections like this moves

data further from the theoretical negative binomial generating function formed naturally from

counts-based sampling, complicating the statistical assumptions underlying downstream analysis

methods.

Despite these concerns, single-cell -omics methods have transformed scientific understanding of

cell state, enabling the discovery of novel cell types and cell state dynamics131. Moving from these

sparse matrices to interpretable findings about single cells has been the work of countless bioin-

formaticians; over the course of my PhD the field has matured significantly, with increasing num-

bers and kinds of analysis pipelines performing inference tasks that had not yet been devised when I

started190,212,71. This thesis is my small piece of this tidal wave of analytic methods and applications.
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In this work, I provide two examples of transcriptomics applied to the study of disease. In Chap-

ter 1 we consider aspirin-exacerbated respiratory disease (AERD), a condition historically called

eosinophilic asthma which is actually a complex inflammatory syndrome driven by metabolic changes

across many cell types209. We use scRNA-seq to look closely at a single cell type, discovering a pro-

liferating plasma cell state with a possible role in nasal polyp formation in AERD. We also use bulk

transcriptomics to investigate drug response in the sinus, and we bring scRNA-seq to that analysis

to infer cell type ratios and gene expression in the observed cell types. This work shows that RNA-

seq is capable of hypothesis-free cell state discovery and drug response mechanism determination. It

also exemplifies some of its limitations: the layers of computation involved in coaxing meaningful

results from sparse 20,000-dimensional matrices mean that some of those supposed findings do not

experimentally replicate, illustrating the importance of robust statistical measures for evaluating cell

states.

In Chapter 2 we move from defining states and their changes to interpreting when those cell

states matter and how they interact with each other. Cancer is conceptualized as a monoclonal

sub-organism but in truth has extensive genetic heterogeneity47. Even cells in a tumor with the

same genome can form a diversity of cell states114. There is yet more complexity within the tumor

micro-environment (TME), where different immune cells act in concert to help or hinder tumor

growth135. In Chapter 2, we explore how cells of different types work together in triple-negative

breast cancer (TNBC). Specifically, we interrogate changes in gene expression that correlate across

multiple cell types, identifying a TNBC-specific pericyte sub-state that has a unique correlation

with local immune cells. We also identify a correlated gene set in T cell and B cell subtypes in the

TME which might result from an interaction mediated by IL-7; this interaction predicts poor re-

sponse to neoadjuvant chemotherapy (NACT). The mathematical method used to detect these

correlations, canonical correlation analysis (CCA), is a method for finding interpretable patterns in

complex data. Even the CCA outputs require extensive interpretation, and going from those results
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to statistically rigorous findings is highly nontrivial. At the end of the chapter, we have some inter-

esting predictions, but we are unable to confirm them without additional data, and we also cannot

provide clear confidence bounds of how likely they are to hold. Forthcoming experimental results

and additional sequencing data from different but similar patients will be a clear opportunity to test

these findings; however, the limitation of the initial exploration is clear.

This brings us, then, to the methods development work described in Chapter 3. The drug re-

sponse examples in Chapters 1 and 2 are both highly heterogeneous; separating drug response from

patient-patient variability isn’t fully possible without considerably more data. We require statisti-

cal tools for quantifying when a cell has entered a new cell state, rather than just asserting a new cell

type based on a higher-resolution clustering method. To develop and benchmark these tools, we

needed data with less noise and fewer cell types. Thus, we looked specifically at single-cell perturba-

tion datasets, unifying annotations and creating a data resource of broad use to the scientific com-

munity. Using this resource, we investigated a statistical measure for perturbation efficacy which

operates as an effective distance between cell states. This method has been made available both as a

standalone R and Python package and has also been incorporated into a larger perturbation-specific

package as part of a multi-institution collaborative effort86.

Although the primary focus of Chapter 3 is on whether perturbed cells are distinguishable, this

mathematical tool is also useful for defining whether any cell state significantly differs from an-

other. This method aims to improve the statistical rigor of cell state definition more broadly and

enable clearer definitions of cell state transitions and cell subtypes. Together with the applications

described in Chapters 1 and 2, it is a step forward in the analysis of single-cell transcriptomic data,

and a step towards a more complete understanding of cell state, cell state transitions, and the role of

cell-cell interaction in disease.
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When my attacks of breathlessness went on inexplicably,

long after my pleurisy had cleared up, my parents called

in Dr. Cottard. A doctor consulted in a case like this must

be more than just well versed. In the face of symptoms

which may be those of three or four different illnesses, the

thing that enables him to decide which of them he is most

likely to be dealing with, behind appearances that are very

similar, is ultimately his flair, the sharpness of his eye.

Marcel Proust, In the Shadow of Young Girls in Flower

1
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The sinus transcriptome in

aspirin-exacerbated respiratory disease

1.1 Abstract

aspirin-exacerbated respiratory disease (AERD) is a subtype of asthma characterized by

aspirin intolerance, nasal polyp growth, and chronic rhinosinusitis. The immunological mechanism

underlying the connection between these symptoms and response to AERD-specific treatments

is not fully understood. Here, we used single-cell transcriptomics to investigate the role of B cells

in nasal polyps, identifying a previously unobserved population of proliferating plasma cells. We

also use bulk RNA-seq to study changes in the sinus transcriptome during and after aspirin desen-

sitization, finding changes in expression of genes involved in barrier maintenance and immune cell

function. In so doing, we show that the easily accessible inferior turbinate can be used as a marker

tissue for drug response even though polyps are only formed in the less accessible ethmoid sinus.

1.2 Introduction

AERD is distinguished by the combination of asthma, chronic rhinosinusitis, nasal polypsosis,

and aspirin hypersensitivity184. It generally appears first as adult-onset persistent rhinitis (29.7

± 12.5 years) followed by other AERD symptoms192. The condition is sometimes referred to as

eosinophilic asthma due to infiltration of the lungs and sinuses with eosinophils184. However,
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most AERD patients are not predisposed to atopy, and of the 30% who are, asthma and rhini-

tis sometimes appear without associated aspirin sensitivity earlier in life192. Although the symp-

toms of an aspirin reaction mimic an allergic response, unlike in atopic disease the reaction is not

immunglobulin E (IgE) mediated184. AERD progression also differs from that of atopic asthma:

nasal polyps recur rapidly after surgery, sometimes within a few weeks209. Asthma in AERD pa-

tients is also more likely to be severe than in other asthmatics209.

Medical record reviews show that 3-5% of asthmatics are known to have aspirin hypersensitivity;

3-15% are predicted to have hypersensitivity reactions if challenged154. An estimated 1.3 million

patients in the US have AERD209. The tendency toward atopy and associated high risk of asthma is

highly heritable, but AERD is not; a family member with aspirin hypersensitivity is only seen in 6%

of AERD patients154. Nonetheless, genome-wide association study (GWAS) analysis has identified

several genes associated with increased risk of developing AERD, though results across studies have

been inconsistent48. Many of the identified genes are involved in arachidonic acid metabolism and

signaling48.

This hints at the arachidonic acid metabolism dysregulation at the heart of AERD (Figure 1.1).

Lipoxin A4 (LXA4) acts to decrease leukotriene production, reduce pulmonary eosinophils, and

is an antagonist of cysteinyl leukotriene receptor 1 (CysLT1R). Cysteinyl leukotrienes (CysLTs),

which are elevated in AERD patients due to increased leukotriene C4 synthase (LTC4S) and de-

creased LXA4, trigger bronchoconstriction, airway mucous production, and eosinophil migration.

PGE2 receptor 2 subtype (EP2), which has decreased activation in AERD due to the reduction

in prostaglandin E2 (PGE2), acts to reduce leukotriene production, eosinophil migration and fi-

broblast proliferation. thromboxane A2 (TXA2), increased in AERD, acts to increase bronchocon-

striction and decrease LTC4S activity. The binding partners of prostaglandin H2 (PGH2) then

drive bronchoconstriction and chemotaxis of eosinophils, basophils, and type 2 innate lymphoid

cells (ILC2s), triggering swelling and edema of respiratory tissues111.
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Figure 1.1: Arachidonic acid metabolism is dysregulated in AERD. Red arrows denote changes in levels or
activity in AERD. Receptors and ligand-receptor interactions are denoted in blue. COX-1 and COX-2 refer
to cyclooxygenase 1 and 2 respectively. LTA4 is an unstable product. Simplified from111.
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In total, the metabolic changes in AERD result in increased tissue eosinophils and, to a lesser ex-

tent, other immune cells, as well as increased bronchoconstriction and airway mucous production—

in short, eosinophilic asthma. Even outside of respiratory tissues, blood eosinophils are also signif-

icantly elevated relative to healthy people and other asthmatics44. The leukotriene elevation is sim-

ilarly not isolated to the respiratory system; urinary leukotriene E4 (LTE4) in particular is higher

in AERD patients than in those with aspirin-tolerant asthma44. Why these metabolic changes re-

sult in nasal polyp growth, and how aspirin desensitization acts to reduce polyp growth and asthma

severity, is a subject of ongoing research, including the work presented here.

AERD, like many immune diseases, is characterized by irregular interactions across a variety of

cell types. The arachidonic acid metabolism changes described above are well established, but the

roles of individual cell types in AERD disease processes are the subject of considerable ongoing

work. It has been established that during aspirin reaction and at baseline, AERD patients have in-

creased levels of effector cells expressing LTC4S112. These cells release leukotrienes, which trigger an

innate type II immune response in epithelial cells. These epithelial cells release mast cell activating

mediators which activate mast cells. Factors released by the mast cells signal smooth-muscle con-

striction and airflow obstruction, as well as recruitment of more eosinophils and basophils, type 2

T helper cells (Th2 cells), and ILC2s. Single-cell sequencing and other recent research have added

additional layers to this picture. Prior work revealed AERD-specific plasma cells that appeared to

be long-lived in nasal polyps150. Among other unique transcriptional signatures, AERD long-lived

plasma cells expressed IL-5 receptor alpha (IL5Rα), which was hypothesized to drive the long-term

survival of these cells in nasal polyps27. Here, we perform further analysis of those plasma cells, with

the aim of more deeply characterizing their functional role in maintaining aberrant inflammation in

the AERD sinus.

The aspirin hypersensitivity reaction mimics allergic response symptomatically, but AERD pa-

tients do not have antibodies to aspirin, and the molecular mechanisms are distinct184. As can be
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seen in Figure 1.9, aspirin depletes the mast cell stabilizer PGE2, which is believed to trigger the hy-

persensitivity reaction37. The hypersensitivity reaction is also driven by increased CysLTs relative

to non-AERD individuals184. The rapid rise in CysLT levels triggers bronchoconstriction, airway

mucous production, and eosinophil migration: congestion and an asthma attack. However, why

aspirin’s cyclo-oxygenase inhibition triggers CysLT production is unknown, as is what causes the

irregular response in AERD37.

A single instance of aspirin reaction protects against future ones: when patients were challenged

with 325 mg of aspirin (inducing a reaction), the same challenge on the subsequent day did not have

an effect186. This protection can be harnessed via aspirin desensitization, in which patients continue

to take daily aspirin. As long as the treatment is maintained, patients can avert hypersensitivity reac-

tions. If patients take a higher dose than is required to maintain desensitization (referred to as high-

dose aspirin therapy), polyp growth is slowed and overall AERD symptoms reduced209. This treat-

ment triples the mean interval to repeat surgery from 3 years to 9 years and reduces the frequency

of sinus infection and of hospitalization for asthma185. The mechanism by which high-dose aspirin

slows polyp growth is not fully elucidated, but there is some explanatory evidence. Long-term treat-

ment with aspirin has been shown to reduce the level of prostaglandin G2 (PGD2) relative to a fixed

LTC4 to PGE2 ratio19. Long-term treatment is associated with reduced PGD2 and LTC4, as well

as lower levels of eosinophils and basophils in tissue, with no associated change in CysLTs36,209. As

can be seen in Figure 1.1, these changes move arachidonic acid metabolism closer to healthy, non-

AERD behavior.

Although high-dose aspirin therapy is highly efficacious, many patients are unable to tolerate it

due to gastrointestinal side effects116. Identifying alternative therapies for AERD that maintain

the improved arachidonic acid metabolism while reducing side effects is an area of active research.

Our work here investigating the mechanism of aspirin desensitization will help point toward fu-

ture, more targeted treatments. This study of the transcriptional response to aspirin desensitization
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was also a pilot for using bulk RNA-seq time course samples of the inferior turbinate as a marker

for drug response in AERD. Samples of the ethmoid sinus, where nasal polyps develop, are only

available during surgery. By using the more easily accessible inferior turbinate, we can collect more

samples per patient, and achieve a higher-resolution view of epithelial and immune function in

the sinus. Bulk RNA-seq lacks the single-cell or single-cell-type resolution of single-cell RNA se-

quencing (scRNA-seq), but by using existing scRNA-seq from the inferior turbinate we can still say

something about cell type fractions and cell type-specific gene expression148. In total, the work pre-

sented here shows the scope of applying transciptomics to hypothesis-free investigation of a complex

immune disease.

1.3 Proliferating B cells in nasal polyps

1.3.1 Methods

Data was collected as described in150. An R object of the cell-by-gene matrix for B cells was provided

by the authors of27. Data was processed and normalized using Seurat v3.1.3. Plasma cells from 6

patients were used: 3 with AERD and 3 with chronic rhinosinusitis with nasal polyps (CRSwNP).

Cells were kept with at least 200 − −2000 nFeature_RNA and< 10 % mitochondrial reads (Fig-

ure 1.2). Counts were log normalized and 1500 variable features were computed using FindVariableFeatures

with selection method “vst”. Data was scaled with ScaleData prior to principle component analy-

sis (PCA). The first 15 principle components (PCs) were used for neighbor identification. Louvain

clustering was performed using resolution 0.25. Cell cycle state identification was performed us-

ing Seurat CellCycleScoringwith default gene lists. Differential expression testing used Seurat

FindMarkerswith default parameters. To assign κ or λ class, the fractions of observed reads with

names beginning with IGK and IGL were computed, and then the larger fraction was used to assign

class identity. Genes used to identify B cell states are in Table 1.1.
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B cell progenitor Pre B Mature B cell Activated B cell Plasma cell
CCND3 HI HI LO LO
OCA2 HI LO LO LO
CD69 LO LO HI MID
IGLL1 MID HI VERY LO VERY LO VERY LO
PRDM1 MID MID LO LO HI
RELA LO LO MID MID HI
XBP1 LO MID LO MID VERYHI
IGKC LO LO MID MID VERYHI
SPIB HI HI MID MID VERY LO
SDC1 LO LO LO LO VERYHI
PAX5 HI HI HI HI VERY LO
IRF4 LO LO LO LO HI
CD83 MID MID HI HI LO
BCL6 MID MID HI LO VERY LO
BACH2 MID MID HI MID-HI LO
IRF8 MID MID HI MID LO
CD19 MID MID VERYHI LO VERY LO
IL5RA MID MID LO LO HI

Table 1.1: Marker genes for B cell substates as supplied by Tanya Laidlaw. HI refers to high expression, MID
to medium expression, LO to low expression. Cells are left blank where expression is not clearly defined for
the relevant cell type.

1.3.2 Results

Louvain clustering was used to identify 5 clusters (Figure 1.4). Clusters 0 and 1 are a κ-switched

subpopulation; clusters 2 and 3 are λ-switched (Figure 1.5). The kappa-lambda ratio varied from

patient to patient but did not differ by diagnosis (Figure 1.6). This suggests that although κ or λ

identity is a significant source of variation in the data, it is not a feature relevant to AERD pathol-

ogy.

The λ cluster has notably high levels of immunoglobulin lambda like polypeptide 1 (IGLL1),

generally recognized as a marker of early B cell development4. While this would suggest that these

cells were pre-B cells, IGLL1 is actually expressed, albeit at a lower level than in pre-B cells, in plas-
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Figure 1.2: Quality control plots for B cells from surgical samples. nFeature_RNA is the number of genes
detected in each cell. nCount_RNA is the number of counts detected in each cell. percent.mt is the percent-
age of counts frommitochondrial RNA. These plots were used to establish cutoffs of 200 − −2000 for the
number of features per cell and< 10%mitochondrial reads. Cells outside of these ranges were excluded from
further analysis.

Figure 1.3: UMAP projection of scRNA-seq from150. Cells are colored by diagnosis. The inset shows B cells
re-analyzed here. κ and λ class-switched cells form two separate clusters; a third cluster is characterized by
higher levels of proliferation markers.
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Figure 1.4: Louvain clustering of B cells, displayed on UMAP coordinates. 5 clusters are apparent.

mablasts142.

The small cluster (Cluster 4) was characterized by high expression of baculoviral IAP repeat

containing 5 (BIRC5), marker of proliferation Ki-67 (MKI67) and histone Cluster 1 H2A Fam-

ily Member J (HIST1H2AJ), present in nearly half the cells in the proliferating cluster and fewer

than 1% of other cells (Supplemental Table 1.1). These genes are all involved in cell proliferation.

Moreover, cell cycle calling on all B cells revealed that the cells in the proliferating cluster were much

less likely to be in G1 state, suggesting active proliferation (Figure 1.7). These proliferating cells were

common across all polyps and were not specific to AERD.

Of the markers of interest suggested by our collaborators (Table 1.1), only IL5Rα was signifi-

cantly different across diagnoses (Figure 1.8). This gene had a log-2-fold change (L2FC) of 0.52 and

was expressed in 24% of cells from AERD patients and only 11% of cells from CRSwNP patients.

Detailed analysis of the features unique to AERD plasma cells in these samples, as well as additional

experimental findings, is available in27.
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Figure 1.5: Major clusters are separated by κ and λ identity. IGK and IGL fractions are the percentages of
total reads originating from genes starting with IGK or IGL respectively.

Figure 1.6: KL ratio for each sample (left) and diagnosis (right). Although the ratio varies across patients, it
does not change with diagnosis.

15



Figure 1.7: κ − λ ratio for each sample (left) and diagnosis (right). Although the ratio varies across patients,
it does not change with diagnosis.

Figure 1.8: Expression of IL5Rα in plasma cells from patients with AERD and CRSwNP.
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1.4 The inferior nasal turbinate as a marker tissue for drug response

1.4.1 Methods

Nasal swabs of the inferior turbinate were collected from 9 patients and frozen as previously de-

scribed150. Samples were taken prior to aspirin desensitization (“control”); one hour into an aspirin

hypersensitivity reaction (“acute”); after 8 weeks of high-dose aspirin, 625 mg 2x/day (“8 weeks”);

and two weeks into switching from high-dose to medium-dose aspirin, 325 mg 2x/day (“10 weeks”).

Strand-specific whole transcriptome sequencing was performed at the Broad Institute Sequencing

Core. The sequencing facility provided .bam files with reads STAR-aligned to GRCh37. Due to

facility error, a significant portion of samples were damaged and had very low reads. Quality control

metrics for all samples are provided in Supplemental Table 1.2. Samples with fewer than 30M reads

were excluded from analysis.

Gene calling was performed using GenomicAlignments (v. 1.28.0) SummarizeOverlapswith

mode “Union”, strand specificity True, and fragments True. Differential expression testing used DE-

Seq2 (v 1.32.0) with default parameters5. Genes with fewer than 50 total reads were removed prior

to DESeq for the all-sample analysis. The design formula used was∼ timepoint + patientID. Ol-

factory receptor family 51 subfamily P member 1 pseudogene (OR51P1P) did not converge under

negative binomial Wald testing and was excluded from further analysis.

Cell type fraction and cell-type-specific gene expression prediction were performed using the

CIBERSORTx web platform with default parameters148. The single-cell reference was created us-

ing publically available sinus scrape samples150, labeled following the procedure described. The

single-cell reference and the bulk counts were both normalized to 10k counts per cell and per sam-

ple respectively prior to upload. The bulk RNA-seq samples were subset to genes included in the

single-cell data (named genes only).
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Figure 1.9: multidimensional scaling (MDS) plot for all samples shows read depth predominates. Points are
scaled by the total number of reads and colored by condition. Number of reads is represented by the scale of
the dots; small, less, sequenced dots are separated byMDS dimension 1. A: control, B: acute, C: 8 weeks, D:
10 weeks.

1.4.2 Results

Variance in the data was dominated by the total number of reads (Figure 1.9), with 29% of the vari-

ance of the data explicable by the first MDS component, which, as can be seen in the figure, is higher

for samples with fewer reads. Based on this and the splitting of MA plots after DESeq, data was

subset to samples with at least 30M reads prior to differential expression testing. This number was

selected by sequentially removing the lowest-depth sample and examining the MDS plot; the lowest

possible cutoff which did not expose a sequencing-based outlier was selected (Figure 1.10). The time

points and patient IDs for samples used for analysis are shown in Table 1.2.
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Figure 1.10: MDS plot for samples with at least 30M reads shows that outliers were successfully removed. A:
control, B: acute, C: 8 weeks, D: 10 weeks.

Patient ID Control Acute 8 weeks 10 weeks
913 x x
914 x x x
916 x
917 x x
918 x x x
920 x x x
921 x x x x
922 x x x x
923 x x x x

Table 1.2: High-quality samples available for each patient
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1.4.3 Deconvolution of cell types

To investigate how immune infiltration changes with aspirin exposure, we used CIBERSORTx

to predict cell type fractions. Unsurprisingly, the vast majority of samples were dominated by dif-

ferentiating and secretory epithelial cells (Figure 1.11. The fraction of immune cells present did

not change significantly with aspirin treatment. Two samples had significant neutrophil presence

predicted, but these two samples were connected from different patients at different time points

(Patient 918 control and Patient 920 8 weeks). We also used CIBERSORTx digital cytometry to pre-

dict which cell types expressed the observed genes; this was not possible for all genes discussed, but

results are noted where relevant and are available in full in Supplemental Table 1.3. For less preva-

lent cell types, the genes predicted as originating from these cell types appeared sometimes inaccu-

rate; for example, the gene predicted as most predominant in mast cells and eosinophils was keratin

5 (KRT5), which is in truth expressed almost entirely by basal epithelial cells101.

Acute aspirin hypersensitivity reaction

Due to the small number of high-quality samples from the acute reaction, our ability to identify dif-

ferentially expressed genes was limited and interpretation challenging. Our analysis identified 21 sig-

nificantly upregulated and 5 significantly downregulated genes (see Supplemental Table 1.4). Some

of these are likely artifacts of the low patient counts; IL-22 has an adjusted p-value of 0.002 but is

only appreciably present in one sample (Figure 1.13). CIBERSORTx predicts that IL-22 presence

is predominantly due to expression by neutrophils, which varied in their observed fraction between

samples (Figure 1.12). There is some evidence of expression of IL-22 in neutrophils in other stud-

ies59. It’s also a known regulator of neutrophil recruitment, so it’s possible that the observed cor-

relation with neutrophil levels stems from epithelial expression driving neutrophil recruitment155.

With the data available here, we aren’t able to evaluate whether the relationship between IL-22 and
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Figure 1.11: Scrapes consisted predominantly of epithelial cells. Cell type fractions predicted using CIBER-
SORTx148. Samples are labeled as ’patient ID_timepoint’.
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Figure 1.12: IL-22 counts and predicted neutrophil level are somewhat correlated across all samples (Pearson
= 0.68).

neutrophil presence involves neutrophil expression of IL-22. Regardless, it’s clear that the observed

reduction in IL-22 during hypersensitivity reaction is likely an artifact of low patient counts and

high patient-patient variability.

We observe a 4-fold decrease in receptor activity modifying protein 1 (RAMP1) during the acute

reaction (Figure 1.14, adjusted p=0.02). This protein has been previously shown to be dysregulated

in asthmatic epithelium20. Ajuba lim protein (AJUBA) is increased by a factor of 2.23 (Figure 1.15,

adjusted p=0.04). This protein is a key regulator of response to hypoxia and may be indicative of an

immunological response to aspirin-induced hypoxia22.

In some cases, related genes or subunits of the same gene are changed similarly, indicating an ef-

fect that is likely reproducible despite the limited available data. Growth hormones GH1 and GH2

are both decreased by a factor of 30 during the acute reaction (Figure 1.17, adjusted p= 0.01, 0.01).

CIBERSORTx predicts GH1 and GH2 are predominantly expressed by neutrophils across all sam-

ples; relative expression by neutrophils:T cells:myeloid cells was 4:3:2 for GH1 and 4:3:1 for GH2.
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Figure 1.14: RAMP1 is downregulated during acute aspirin reaction (adjusted p=0.02).
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Figure 1.15: Ajuba is upregulated during acute aspirin reaction (adjusted p=0.04).

While expression by these cell types is possible, it also may be that GH1 and GH2 are acting as

chemoattractors and stimulating the local immune response136, which then results in the observa-

tion of more of these cells in our samples. Single-cell sequencing, sequencing of immune cell subsets

or proteomic investigation would be required to confirm these findings.

Amylase alphas AMY1A, AMY1B, and AMY1C all decreased by a factor of 4 (Figure 1.16, ad-

justed p= 0.09, 0.14, 0.12). Although these p-values are above our preferred significance thresh-

old, the shared change is suggestive of a real shift in the level of amylase alpha 1 proteins. While the

known function of amylase is in the digestive system, one prior study found that amylases are also

present in the nasal mucosa194; the function of these proteins in this tissue is not known110, but

they are involved in cell proliferation and differentiation in intestinal mucosa50. CIBERSORTx pre-

dicts that all three are being produced by ciliated epithelial cells, which is likely inaccurate, but may

indicate that secretory cells are only producing amylase when proximal to ciliated epithelial cells;

it may also indicate misclassification of rare serous cells in the tissue. Regardless of the cell type of

origin, the consistent reduction in all three proteins suggests a role for alpha-amylases in the AERD

aspirin hypersensitivity reaction. Determining whether that role is contributing to symptoms or
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Figure 1.16: Three different alpha-amylases are decreased during acute aspirin reaction.

merely reflects a shift in cellular priorities requires experimental follow-up.

In total, these findings suggest that it is possible to observe aspirin hypersensitivity reaction

changes to the transcriptome of the inferior turbinate. Additional sequencing of more patients

would be necessary to characterize this change and identify robust findings on reaction pathology.

1.4.4 Aspirin desensitization

8 weeks of high-dose aspirin therapy had only a small observable effect on the inferior turbinate tran-

scriptome. At an adjusted p-value threshold of 0.10, there was one down-regulated gene (VSTM2L,

p=0.02), and 5 upregulated ones (ENSG00000226698, p=1.87E-15; IGHV1-3, p=1.27E-13; ENSG00000257142,

p=2.31E-05; C1orf68, p=0.03; TSHZ3, p=0.05). After 8 weeks of treatment, patients were switched

from high-dose to medium-dose aspirin, and after two weeks on the medium dose samples were col-

lected again (10 week time point). At an adjusted p-value threshold of 0.10, there were 22 signifi-

cantly differentially expressed genes at the 10 week timepoint relative to pre-treatment samples. The

full results are available in Supplemental Table 1.5.

Genes that significantly increased at one or both time points are shown in Figure 1.18. Some
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Figure 1.17: Growth hormones GH1 and GH2 have matching decreases during aspirin reaction.

of these genes suggest improved health after desensitization. C1orf68, also known as KPLCE, is a

skin-specific protein believed to be involved in maintaining barrier function60. Function-decreasing

mutations in C1orf68 have been shown to significantly increase the risk of candidaemia109. Its in-

crease here suggests successful barrier improvement due to aspirin therapy and may implicate barrier

dysfunction in the pathogenesis of AERD. Others are less clear: immunoglobulin variable regions

IGHV1-3 and IGKV2-28 suggest increased levels of B cells, but are difficult to interpret without

additional experiments; moreover, mapping of non-targeted RNA-seq to these regions is often un-

reliable. Prior work found that the solute carrier (SLC) protein SLC5A5 is elevated in nasal samples

from atopic asthma patients relative to healthy individuals66, and that SLC26A4 is increased in

nasal polyps of CRSwNP patients178. Given this, the fact that these proteins are elevated after de-

sensitization is surprising, but may indicate an AERD-specific gene expression profile in the inferior

turbinate. Both of these SLC genes are iodide transporters, and their function is more extensively

studied in the thyroid215. CIBERSORTx predicts that SLC5A5 is expressed by differentiating and

secretory cells; expression of SLC26A4 was not sufficient in the single-cell data to predict cell type

here, but its antisense RNA (SLC26A4-AS1) is also predicted to be expressed by differentiating and

secretory cells. Why the expression of these transporters changes, and whether this has a meaningful
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Figure 1.18: Genes which had increased expression after aspirin desensitization. Adjusted p-values for in-
dividual comparison from control using DESeq are denoted using asterisks (*: p < 0.1, **: p < 0.05, ***:
p < 0.01)

effect on pathology, requires further investigation.

Genes that decreased at one or both time points are shown in Figure 1.19. While the exact func-

tion of ALS2CR12, also known as flagellum associated containing coiled-coil domains 1 (FLACC1),

in the sinus is not known, mutations to ALS2CR12 in skin cells conveys increased risk of basal cell

carcinoma and cutaneous squamous cell carcinoma172,182; its decrease here may be suggestive of a

role in reduced cell growth in the ethmoid sinus. CXorf22, also known as cilia and flagella associated

protein 47 (CFAP47), is a ciliated flagellar protein121 and is correctly predicted by CIBERSORTx to

originate in ciliated cells. Tubulin tyrosine ligase-like 9 (TTLL9) similarly is predicted to originate

in ciliated cells and has a microtubule regulating function in cilia108. The decrease in these proteins

may indicate reduced activity of ciliated cells after desensitization. DNER is a notch ligand shown

to modulate IFNγ levels in the lung in models of chronic obstructive pulmonary disease (COPD)11.

Its decrease here may be connected to healthy changes in inflammation and inflammatory signaling

cascades associated with desensitization. IL5Rα is expressed by many cells in AERD; here, CIBER-

SORTx predicts it is primarily expressed by ciliated cells. Prior work has shown that IL-5 inhibition

can successfully treat AERD29; the decrease in levels of the receptor here may indicate reduced IL-5

signaling contributes to improved symptoms after desensitization.
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Figure 1.19: Genes which had decreased expression after aspirin desensitization. Adjusted p-values for in-
dividual comparison from control using DESeq is denoted using asterisks (*: p < 0.1, **: p < 0.05, ***:
p < 0.01)

DESeq considers each gene independently and does not have built-in functionality for testing

changes across multiple time points. There were a number of additional genes with significant

unadjusted p-values at both 8 weeks and 10 weeks, with annotations suggesting possible involve-

ment in desensitization. A few of these genes are highlighted in Figure 1.20. Significantly, prior

work found that expression of transcription factor 7-like 2 (TCF7L2) in nasal brushes is associated

with asthma remission162; our observed increase in TCF7L2 after aspirin desensitization concurs

with that finding. Another gene with increased expression after desensitization is ATG16L1, an

autophagy-associated gene that is a known regulator of intestinal inflammation100; it may also be

regulating the reduced inflammation here. Nucleotide-binding oligomerization domain (NOD1)

initiates inflammation responses and has previously been shown to be involved in asthma89; it’s

plausible that this gene is also regulating inflammation here, though less clear why its level would in-

crease. SMARCD1, a chromatin remodeling protein increased after desensitization, is known to be

involved in steroid response in asthma138. A single nucleotide polymorphism (SNP) in coiled-coil

domain containing 85A (CCDC85A) is associated with asthma exacerbations despite corticosteroid

use85, and a variant in LRRC8D, a volume-regulation anion channel component, is associated with

atopic asthma104; their increased expression here suggests the published variants may be disrupting
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Figure 1.20: Some genes with only unadjusted significant p-values with known relevant functions may be
playing a functional role in desensitization response.

a role in tissue repair or inflammation reduction. CIBERSORTx predicts that CCDC85A is pre-

dicted to be expressed by mast cells and/or eosinophils, indicating its relevance to the inflammatory

processes underlying AERD.

A number of genes with consistently reduced expression were also of interest. This includes

forkhead box D2 (FOXD2), a regulatory gene previously shown to have varied methylation in

response to treatment of asthma17, and with methylation associated with childhood asthma219.

CIBERSORTx predicts that FOXD2 is expressed by ciliated cells and T cells in these samples. Growth

regulating estrogen receptor binding 1 (GREB1), which is also decreased after desensitization, has

been previously shown to be expressed at a lower level in IL-10+ innate lymphoid cells (ILCs) from

nasal tissue than IL-10- ILCs144. The resolution of our cell type prediction is too low to determine

if ILCs are present, but CIBERSORTx does predict that the GREB1 in our sample was expressed

by myeloid cells. MicroRNA (miRNA)MIR222 is increased after desensitization; previous work

has found that one isoform of this miRNA,MIR222-3p, is elevated in allergic rhinitis222. Using
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CIBERSORTx, we predict that this miRNA originates in eosinophils and mast cells; why it would

be increased under the ideally inflammation-reduced desensitized state is not clear. The reduction

in phospholipid scramblase PLSCR2 suggests a change in the regulation of interferon response200.

TRAF3IP2-AS1 is an antisense-RNA of TNF-receptor-associated factor 3 interacting protein 2.

This antisense RNA, which decreases after desensitization, is a known regulator of IL-1784. While

these genes are potentially compelling, further study or additional samples are needed to validate

and more fully interpret these findings.

1.5 Discussion

1.5.1 Proliferating B cells in nasal polyps

Of the markers of interest suggested by our collaborators (see Table 1.1), only IL5Rα was signifi-

cantly different across diagnoses (Figure 1.8). This finding agrees with other published work on

this dataset27. While this is interesting, IL5Rα expression and cell counts in the scRNA-seq dataset

were both relatively low, and additional experimental data was needed to reach conclusions. This

reflects the fact that IL5Rα is a surface receptor, and surface receptors tend to be relatively stable

proteins with low RNA9. Follow-up experiments using cytometry by time of flight (CyTOF) were

performed to investigate the IL5Rα finding and explore the novel proliferative subtype. So far, we

have not found any additional experimental evidence confirming the existence of this subtype; fur-

ther work may include more sequencing and other experiments focused on these cells. Other studies

of plasma cells in this tissue have also not identified proliferation221. Repeating this analysis from

raw data using read callers optimized for improved performance on immunoglobulin genes may

also be helpful. Our findings on class switching and proliferative cell presence have not been directly

published, but have contributed to our collaborator’s thinking on this issue, as described in recent

work28.
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1.5.2 The inferior nasal turbinate as a marker tissue for drug response

The results on the inferior turbinate are potentially compelling, but due to the small sample size

and many degraded samples concrete results were limited. The observed transcriptional changes are

modest, and larger studies would be needed to confirm and contextualize findings. Work following

this study successfully used the inferior turbinate as a marker tissue of response to IL-5 inhibitor

mepolizumab29. Similar to what we observe here, drug treatment improved barrier integrity, in that

case by upregulating genes associated with tight junction maintenance. Comparative analysis of

gene expression in the inferior turbinate in healthy individuals and affected ones, as well as compari-

son of transcriptional responses to different drugs, may be interesting in the future.
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One autumn evening in a train

catching the diamond-flash of sunset

in puddles along the Hudson

I thought:—I understand

life and death now, the choices

I didn’t know your choice

or how by then you had no choice

how the body tells the truth in its rush of cells

Adrienne Rich, A woman dead in her forties 2
Cell state and cell-cell communication in

triple-negative breast cancer

2.1 Abstract

Understanding cell-cell communication is key to determining the role of the role of the immune sys-

tem and the tumor micro-environment in cancer progression. We use penalized matrix decomposi-
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tion of single-cell RNA sequencing (scRNA-seq) data to interrogate multi-cell-type gene expression

changes in triple-negative breast cancer (TNBC) tumors. We find that dimensionality reduction

method choice strongly influences detected correlations, and identify reduction method and cancer-

type specific multi-cell-type signatures. Furthermore, we explore gene set identification techniques

to investigate a treatment-response predictive multicellular program in which increased interleukin

7 (IL-7) signaling by memory B cells is associated with increased expression of heat shock proteins in

memory and naive T cells. In total, we demonstrate the power of statistical tools for deriving mean-

ing from complex high-dimensional data. Nonetheless, cell-cell communication prediction from

scRNA-seq is limited by the absence of ground truth data, and significant experimental studies are

still needed to substantiate our predictive findings.

2.2 Introduction

Cell-cell communication is fundamental to multicellular life and underlies many

disease processes. This cell-cell communication then drives immune dysregulation at the cell level,

the tissue level, or at the individual level, causing a whole-body syndrome or disease2. Particularly in

the immune system, cell signaling is extremely dependent on context, with ligand and receptor levels

dynamically adapting to extracellular cues167. Even within cells, the gene expression changes in-

duced by a signaling molecule depend on the transcriptomic state of the receiving cell90. As a result,

the study and development of therapeutics for the immune system is inextricably linked to under-

standing and interpreting cells’ interactions with their environmental. Building mathematical tools

that can go from deep -omics data to interpretable biological mechanisms is key to understanding

the role of the immune system.

Historically, cell-cell communication was investigated by exquisitely detailed experiments, one
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interaction at a time. Even today deep investigation of the interactions between just two cell types

relies on hundreds of experiments76. Targeted experimental methods can only investigate known

interactions, requiring foreknowledge of the interactions of interest15. Hypothesis-free experimen-

tal modalities such as transcriptomics have moved towards discovering cell-cell communication

without the requirement of predefined interactions. Even before the advent of scRNA-seq, bulk

RNA-seq of sorted cells and databases of known ligand-receptor interactions could be used to dis-

cover the role of cell-cell communication in development and disease. For example, cell-type specific

ligand production and comparatively non-specific receptors were demonstrated to underlay the

niche-composition dependence of differentiation in bone marrow164.

More recently, scRNA-seq has been applied in a broad body of work that has identified cell-cell

communication in immunology, development, and other fields6. These methods infer likely interac-

tions in single-cell transcriptomic data using models built from interaction databases. For instance,

one sequencing study identified ligand-receptor pairs between maternal and fetal cells at the pla-

centa and decidua202. The method developed as part of that work, CellPhoneDB, uses assembled

biological knowledge of ligand-receptor interactions along with scRNA-seq to identify frequently

occurring cell-cell interactions62. Two other state-of-the-art approaches are RNA-Magnet and Nich-

eNet, both of which, like CellPhoneDB, use models built from interaction databases to analyze

interactions in single-cell transcriptomic data9,24. The latest developments have extended this anal-

ysis further, into quantifying intercellular interactions between individual cells in a dataset without

pooling over defined cell types210. Comparative analysis of diverse published cell-cell communica-

tion inference tools found that although the routes of communication highlighted as significant by

different methods varied, most did seem to be identifying true features of the underlying data56.

We aim to uncover interactions that are not yet known, as well as correlations due to shared re-

sponse to external stimuli. As such, rather than working from an existing cell-cell communication

identification method, we work from a method for identifying cell-cell interactions using multi-
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cell-type correlations discovered via matrix decomposition93. These correlations are not necessarily

due to interactions, as they can also represent a shared response to external stimuli. However, they

nonetheless define featurs shared across cell types, and can be used to identify gene sets with context-

dependent connections.

2.2.1 Triple-negative breast cancer

We are specifically interested in interactions between cell types which underlie treatment response in

TNBC. Triple-negative breast cancer is a relatively rare form of breast cancer, accounting for 15-20%

of diagnosed breast cancers216. The triple-negative portion of the name refers to the lack of expres-

sion of estrogen receptor (ER), progesterone receptor (PR), and human epidermal growth factor

receptor 2 (HER2), and a corresponding lack of response to therapeutic agents targeting those pro-

teins198. Compared to other breast cancers TNBC has a higher rate of distant recurrence and worse

5-year prognosis95. TNBC is highly heterogeneous and is thought to be composed of multiple sub-

types which may respond differently to treatments34. At present, first line treatment for TNBC is

typically neoadjuvant chemotherapy (NACT), sometimes with additional immunotherapy drugs

targeted to known tumor-immune interactions220.

Single-cell profiling of breast cancer tumors and the tumor micro-environment (TME) has re-

vealed the complexity and diversity of tumor infiltrating lymphocytes218. The TME consists of

immune cells surrounding and infiltrating the tumor, some of which are trying to fight the cancer,

others of which have been co-opted to protect it. Tumor cells generate immunosuppressive metabo-

lites, driving T cell exhaustion in the TME and protecting the tumor170. Single-cell sequencing

of breast cancer tumors has revealed T-cell subtypes not discoverable from surface protein mea-

surement alone; TNBC tumors were specifically found to be enriched for plasmacytoid dendritic

cells (pDCs)163. These pDCs recruit regulatory T cells, inducing immunosuppression and pro-

tecting the tumor224. Tumor-immune crosstalk is believed to be a significant driver of treatment
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resistance, as reviewed in13. Treatment response has also been investigated using single-cell data.

One study looked at multiple time points of two patients undergoing treatment with NACT and

adjunctive immunotherapy, finding that programmed cell death protein 1 (PD-1) expressing T cells

decreased after treatment in a responding patient, but not in a non-responding patient53. Here, we

use data from at atlas of breast cancers of different types to examine TNBC-specific features of the

TME151. We also investigate treatment response using a larger published dataset of TNBC patients

treated with NACTwith or without augmentation with programmed death-ligand 2 (PD-L1) in-

hibitor paclitaxel220.

Predicting treatment response can minimize time patients are treated with toxic therapies, reduc-

ing side effect burden, and, in the future, hopefully point towards when adjunctive therapies will

improve outcomes123. Prior work using single-cell transcriptomics to predict breast cancer progno-

sis as of 2021 is reviewed in detail in165. Here, we aim to use single-cell transcriptomics to identify

cross-cell type interactions which can predict treatment response in TNBC.

2.2.2 Dimensionality reductions and matrix decompositions

Virtually all analysis of scRNA-seq data relies on dimensionality reductions of some form, as the full

data, with more than 20,000 genes and considerable dropout, does not obey the requisite assump-

tions of most standard statistical tests. This is most commonly applied dimensionality reduction

method is principle component analysis (PCA), which is used to remove unwanted noise by project-

ing the dataset onto the axes of highest variation prior to downstream analysis such as clustering. Al-

ternatives to PCA specifically designed for scRNA-seq data can improve performance, for example

by improving cluster distinguishability or detection of nonlinear effects. These include latent vari-

able models with noise correction such as scLVM, which corrects for both known sources of noise,

like the cell cycle, and unknown noise factors31. Variational autoencoders (VAEs) have also been

used extensively for modeling scRNA-seq data122,78. Such VAEs represent the data using negative
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binomial (NB) or zero-inflated negative binomial (ZINB) distributions for each gene, then infer the

parameters of those distributions as part of learning an embedding. Some methods like single-cell

variational inference (scVI) use negative binomial distributions while simultaneously explicitly mod-

eling dropout122; others use ZINB distributions directly158,168. With any of these methods, one of

the main challenges is how to interpret the data once embedded.

Further dimensionality reduction to 2D for visualization is typically performed using t-distributed

stochastic neighbor embedding (tSNE)106,133 or uniformmanifold approximation and projec-

tion (UMAP)139,14. While it is tempting to use these visualizations to assist in interpretation, both

can misleadingly distort high dimensional structures40. As such, these visualizations cannot be reli-

ably used for data interpretation.

How, then, might one go from scRNA-seq data to an interpretation or story of behavior across

cell types? Some have approached this challenge by specifically designing dimensionality reduction

techniques to improve interpretability. For example, β-VAEs modify VAEs by adding a β parameter

which forces the latent space to be independent of user-defined nuisance factors, resulting in readily

interpretable latent dimensions32. This has been applied to scRNA-seq data to predict response to

perturbation across cell types124. Similarly, latent space constructed using separate autoencoders

for genes, perturbations, and other covariates enabled improved prediction of drug responses across

cell types125. While compelling, understanding what the methods themselves are actually doing and

evaluating performance to prevent artifactual findings remains the subject of active research.

2.2.3 Penalized matrix decomposition applied to breast cancer

While these directly interpretable dimensionality reduction methods are undoubtedly a compelling

area for future research, here we focus instead on readily-interpretable PCA and the relatively simple

scVI VAE. We apply the DIALOGUE algorithm93 on dimension-reduced data to extract multi-cell-

type correlations and use them to interpret the observed transcripts. This algorithm uses penalized
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matrix decomposition211 to discover multicellular programs (MCPs) across multiple cell types after

latent space embedding. The penalized matrix decomposition underlying DIALOGUE is a direct

analog of sparse PCA97. By applying this decomposition to a dimension reduced space for each

cell type, we extract components of those reduced dimensions which maximally correlate with each

other. The resulting MCPs are sets of changes in gene expression in one cell type that correlates

with changes in gene expression in other cell types across samples. MCPs have been found to predict

response to therapy in other diseases such as ulcerative colitis and correlate with immunotherapy

resistance in melanoma93, but have not been applied to TNBC, and has not been used to investigate

interactions in scRNA-seq data reduced with something other than PCA.

Because these calculations are performed on a space of reduced dimensionality, we expect the cor-

relation structure discovered to vary with the dimensionality reduction method. In other words, the

choice of latent space may influence which correlations between cell types one can detect. As such,

in this study, we first investigate the effect of latent space choices on correlation structure learned

using DIALOGUE in scRNA-seq samples from breast cancer patients. Our focus is on identifying

genes that have correlated expression across multiple cell types. These correlations may be useful for

identification of cell-cell communication without the restriction to known ligand-receptor pairs6.

We specifically compare twoMCP analyses with different dimensionality reduction methods: a

standard PCA-based analysis with sample integration from Seurat v3188 and the scVI variational

autoencoder with batch correction122. We perform this comparative analysis on a scRNA-seq breast

cancer atlas of different cancer types, finding features unique to TNBC and to specific dimensional-

ity reductions.

We also investigate MCP gene signature identification methods using a TNBC dataset with treat-

ment response information220. Gene signature identification for single cells and differential expres-

sion testing for single cells remain unsettled questions. In general, single-cell differentially expressed

genes (DEGs) are not a consistent measure of effect size180. There is poor overlap of DEGs across
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studies, including in the case of pseudobulk methods91. The DIALOGUE algorithm includes a

multilevel-modeling based gene identification scheme which is very computationally intensive, and

does not provide evidence that this method outperforms existing gene identification techniques93.

Using the treatment response dataset as a test case, we explore alternative methods for identifying

MCP-associated genes. We use the discovered gene sets to characterize a treatment response predic-

tive MCP in pre-treatment tumor resident B cells and T cells.

2.3 Methods

2.3.1 Latent space choice affects inferred multi-cell type relationships

Single-cell data was obtained from the NCBI Gene Expression Omnibus at GSE161529151,12. Data

was subset to samples from breast cancer gene 1 (BRCA1) positive TNBC tumors, ER positive

tumors, HER2 positive tumors and TNBC tumors. The cell type labels were used as provided by

the original study. Seurat analysis was performed using Seurat v4.0.381. To ensure that all patients

had all cell types present (necessary for DIALOGUE analysis), the following cell type label changes

were made: vascular endothelial cells (“vascEndo”) and lymphatic endothelial cells (“lymphEndo”)

were combined into a single endothelial cell type; dendritic cells (DCs) were combined with other

myeloid cells to form a single myeloid category; cells labeled with fibroblast, CAF, and CAFs were

combined into a single cancer-associated fibroblast (CAF) group; plasma cells and B cells were com-

bined and labeled “B cells”. The sample “ER_0001” was removed from analysis due to insufficient

cell type diversity.

Cell cycle status was not provided for the BRCA1+ TNBC tumor samples in the original study.

To determine cycling status, all BRCA1+ TNBC epithelial tumor cells were used to create a Seurat

object. This object was then split by group and normalized. 1000 variable features selected using

‘vst’ for each group then combined using Seurat’s anchor integration method. The combined ob-
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ject was scaled, reduced to 20 principle components (PCs), and clustered using FindClusterswith

resolution 0.1. Cells in clusters with expression of marker of proliferation Ki-67 (MKI67) were

annotated as cycling epithelial tumor cells; all other cells were annotated as epithelial. Labeled, un-

normalized cells from BRCA1+ TNBC tumor samples were then combined with BRCA1- TNBC

tumor samples in downstream analysis.

Unnormalized data from all tumor types was combined into a single Seurat object prior to nor-

malization. Variable features were selected using Seurat FindVariableFeatureswith selection

method “vst” and 1000 features. Data was normalized using NormalizeDatawith default parame-

ters and ScaleDatawith the 1000 variable features. PCA was calculated using default parameters.

To select the number of PCs we used the minimum of the PC at which 90% of the variation of the

data is explained and the individual PC is less than 5% of the variation of the data, and the last PC at

which the percentage change in variation explained between that PC and the subsequent PC is less

than 0.1%. In this case, that was 18 PCs. Normalized and unscaled input was used as input “tpm”.

scVI analysis used scvi-tools v. 0.14.4. 5000 highly variable genes (HVGs) were selected using

sc.pp.highly_variable_geneswith flavor seurat_v3 and batch key set to the sample ID. The scVI

model was trained using default parameters: 128 hidden dimensions, 10 latent dimensions, 1 layer,

and a dropout rate of 0.1, dispersion fixed by gene across cells, and zero-inflated negative binomial

gene likelihood with normal latent distribution. DIALOGUE analysis using the scVI latent space

used all 10 latent dimensions. For DIALOGUE analysis, the number of output MCPs was set to 10

and the number of genes detected per cell was used as a confounder.

2.3.2 Multicellular program predicts treatment response

Single-cell data was obtained from220. Cell type labeling was used as supplied by the original au-

thors. Genes were subset using Seurat FindVariableFeatureswith selection.method set to “vst”

and nfeatures set to 4000. Data was normalized using Seurat NormalizeData. Genes were scaled
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Cell type ID Cell type name
t_Tn-LEF1 Naive T cells
t_Bmem-CD27 Memory B cells
t_CD8_Tem-GZMK CD8 effector memory T cells
t_pB-IGHG1 Plasma B cells
t_CD4_Treg-FOXP3 CD4 regulatory T cells
t_CD4_Tcm-LMNA CD4 central memory T cells
t_CD8_Trm-ZNF683 CD8 tissue-resident memory T cells
t_CD8_MAIT-KLRB1 CD8mucosal-associated invariant T cells
t_mono-FCN1 classical monocytes

Table 2.1: Cell type abbreviations and names after filtering for DIALOGUE analysis of220.

using ScaleData prior to RunPCA.

DIALOGUE decomposition was performed on pre-treatment tumor samples only. The sample

“Pre_P010_t” was removed due to low cell type diversity. Cell types were subset to only cell types

with at least 3 cells per sample in the remaining patient samples, leaving the cell types shown in Ta-

ble 2.1. The DIALOGUE decomposition was performed using a Python-based re-implementation

of DIALOGUE which has been incorporated into the pertpy package86. DIALOGUE had n_mcps

set to 10, normalize set to True and solver set to bs, which performs identically to the solver used

in93.

A treatment-response predictive MCP was identified by testing each cell type in eachMCP sep-

arately using stats.ttset_ind from SciPy 1.10.1. Benjamini-Hochberg correction was used to

correct for the number of cell types tested.

The multilevel modeling method used in93 was re-implemented in Python. Verification of

matching results for cell type pairs from the R and Python implementations will be available in an

upcoming publication86. This method tests pairs of cell types to identify MCP-correlated genes. To

create unifiedMCP gene sets from the set of pairs analyses, we kept only genes which appeared in at

least the floor of 0.7*(the total number of cell types). We made this adaptation because the adaptive
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thresh-holding method used in93 is vulnerable to removal of some cell types from the analysis as a

result of a perturbation-based testing procedure for MCP associations; as such, the results described

here are slightly different from what would be returned by the original DIALOGUE algorithm. On

the dataset explored here, this resulted in an average of 100MCP genes per cell type per MCP.

The second gene identification method looked directly at the MCP loadings. To do this, we ma-

trix multiplied the MCP loadings as provided by Seurat by the PC-to-MCP transformation vector

(w) provided by DIALOGUE. For gene set comparisons, we selected the 50 genes with the largest

positive contribution component, and the 50 genes with the largest negative contribution compo-

nent.

For the third gene identification method, referred to as extremaMCP genes, we selected cells

which were at the extreme values of the MCP (cells with the top 10% and bottom 10%MCP scores

in each cell type), then used the rank_genes_groups function from scanpy with default parameters.

This function performs a t-test on the two groups of cells to identify differentially expressed genes,

and provides an adjusted p-value based on the number of genes tested.

To check if identified genes were involved in a changed cell-cell interaction, genes from each cell

type were compared against the set of protein-protein interactions labeled as gene names from24

using the database supplied by6. An interaction was declaredMCP-associated if both the matched

receptor and its ligand appeared across two different cell types significant genes. An interaction was

MCP-ligand-associated if the ligand was MCP associated for one cell type and the receiver had nor-

malized mean expression greater than 1 in the second cell type. An interaction was MCP-receptor-

associated if the receptor was MCP associated for one cell type and the ligand had normalized mean

expression greater than 1 in the other cell type.
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Condition Samples Cells
ER+ 12 53k
TNBC 8 87k
HER2+ 6 30k

Table 2.2: Cell and sample counts used for DIALOGUE analysis after filtering151.

2.4 Results

2.4.1 Latent space choice affects inferred multi-cell type relationships

As described in the introduction of this chapter, DIALOGUE uses penalized matrix decomposition

in latent space with the aim of discovering multicellular programs93. EachMCP is a set of changes

in gene expression in one cell type that correlates with changes in gene expression in other cell types

across samples. DIALOGUE identifies MCPs by computing a penalized matrix decomposition of

the average location in a dimension-reduced space for each cell type across samples. The cell and

patient totals for each cancer type are shown in Table 2.2.

Because these calculations are performed on a space of reduced dimensionality, we expect the

correlation structure discovered to vary with the dimensionality reduction method used. In other

words, the choice of latent space may influence which correlations between cell types one can detect.

To explore the effect of latent space onMCP analysis, we compare twoMCP analyses with different

dimensionality reduction methods: a standard PCA-based analysis with sample integration from

Seurat v335 and the scVI variational autoencoder with batch correction122. In general, we expect

that the autoencoder based method will enable discovery of nonlinear correlations between genes

that are not discoverable after PCA.

The two dimensionality reduction methods produce visibly distinct UMAPS (Figure 2.1). The

most obvious difference in structure between the two is that scVI separates ER positive epithelial tu-

mor cells (circled) whereas after PCA the two overlap. The cell types which had significant compo-
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Figure 2.1: UMAP plots produced using PCA and scVI of breast cancer data from151. A circle highlights a
subpopulation of ER+ tumor cells which are visibly distinct only after scVI reduction.

nents in eachMCP varied significantly between the different dimensionality reductions (Figure 2.2).

Most notably, T cells and pericytes had significant contributions to most MCPs in the scVI reduc-

tion, but fewer in the PCA reduction; this suggests that the interactions underlying the connection

between these cell types may be nonlinear, and thus eliminated by linear dimensionality reduction

in PCA.

MCP1 for scVI denotes the greatest contributor to multicellular variation in the dataset for that

dimensionality reduction (Figure 2.3). The full list of genes associated with bothMCPs via standard

DIALOGUE analysis is available in Supplemental Table 2.1. Particularly of note is the relationship

between increased expression of proliferation-related (Jun proto-oncogene (JUN), sphingosine ki-

nase 1 (SPHK1), fibronectin 1 (FN1)) and glucocorticoid response (zinc finger proteins ZFP36L2,

ZFP36, and SMYD3) genes in CAFs and the expression of calcium channel regulators in tumor-

associated macrophages (TAMs). This connection between TAMs and CAFs is in line with well-

established findings on the function of these cell types in the TME98. Interestingly, scVI-MCP1

most closely resembles PCA-MCP4 rather than PCA-MCP1, a clear indication of the significant

impact that dimensionality reduction has on the identifiedMCPs. 28 of the genes in scVI-MCP1 ex-

44



28

Cell types in MCPs for 10-D scVI

Figure 2.2: MCPmembership for PCA and scVI reductions of data in151. Black squares denote cell types
included in the MCP on the x-axis.

pressed in CAFs are also associated with PCA-MCP4. This difference may be an artifact of how few

associated genes the DIALOGUEmethod for identifying MCP genes finds after PCA dimension-

ality reduction. Across all the MCPs, there were 526 individual gene-cell type-MCP associations in

the PCA reduction, whereas for scVI there were 906. However, the fact that all the shared genes are

from CAFs demonstrates the extent to which dimensionality reduction influences the discovered

cross-cell-type relationships.

In contrast, MCP1 for the PCA reduction has fewer associated genes, fewer significantly related

cell types, and overall lower correlations (Figure 2.4). This MCP captures the largest amount of

cross-cell-type covariation, and the distinct set of cell types and associated genes from the scVI-

MCP1 demonstrates that this covariation is highly dependent on dimensionality reduction method.

Although the MCP contains many cell types, only epithelial tumor cells and cycling epithelial tu-

mor cells had genes which were significantly associated according to DIALOGUE’s multilevel

modeling-based significant testing. Notably, despite both cell types being nominally similar, the

MCP-associated genes were mostly distinct, with only annexin A3 (ANXA3) shared. ANXA3 is a

known regulator of cell proliferation; higher expression of ANXA3 is associated with tumorogene-
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sis and progression120. This dataset did not provide information on tumor progression or survival

time, so we are unable to test if this MCP is indicative of a tumor-promoting interaction. Moreover,

interpretability is further limited by the dearth of associated genes from the DIALOGUE gene mod-

eling.

Multicellular program specific to triple negative breast cancer

In the scVI analysis we observe a TNBC-specific pericyte subpopulation present in samples that

had high expression of S100A13 (S100A13) in T cells (Figure 2.5). S100A13 is expressed in a wide

variety of T cell subtypes142. It is a known regulator of cell senescence, particularly via action of

the non-classical secretory pathway of IL-1α 189. There is growing evidence that pericytes can act

as regulators of T cells and other adaptive immune cells147. The full list of genes associated with

this MCP in pericytes is available in Supplemental Table 2.2. This list includes cellular retinoic acid

binding protein 2 (CRABP2), which suppresses invasion and metastasis in ER+ breast cancer but

promotes invasion and metastasis in ER- breast cancers63. These findings hint at a possible regulator

role for pericytes and T cells in TNBC, and perhaps point towards a new direction for therapeutic

development. However, direct experimental proof of causality is still needed, as all findings fromDI-

ALOGUE are purely correlative. It is possible that the pericyte gene signature is playing a functional

role in rapid angiogenesis of TNBC tumors, which coincidentally tend to be more immunogenic

than other breast cancer subtypes; this immunogenicity may be behind lower levels of T cell senes-

cence, and thus the observed increased expression of S100A13 in this MCP.

This re-analysis of a published single-cell atlas of different types of breast cancer identified an

MCP component unique to TNBC only in the scVI reduction. It is clear from this analysis that

scVI functions analogously to PCA, and that interesting patterns can be uncovered regardless

of the dimensionality reduction used. One major advantage of PCA, however, is the ability to

project MCPs to identify contributory genes. PCA, like DIALOGUE, is a dimensionality reduc-
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tion method, transforming data from gene space to PCA space to maximize the variation contained

in each component. By combining the two transformations, we can directly rank genes by their con-

tribution to eachMCP.We thus use PCA for analysis of a second dataset, but note that scVI can

also provide valuable insights.

2.4.2 Multicellular program predicts treatment response

We are specifically interested in cases of cell-cell communication which are predictive of treatment

response. To that end, we also explored the tumor scRNA-seq data available in220. This dataset

includes pre- and post-treatment samples from TNBC patients being treated with either NACT

or NACTwith paclitaxel. Due to the relatively small number of pre-treatment tumor samples we

pooled both treatment categories, and treatment type was set as a confounder during DIALOGUE

analysis; as such, we anticipate any identifiedMCPs will predict response to chemotherapy in the

absence of paclitaxel treatment.

Of the 10MCPs calculated, MCP4 was the most correlated with treatment response (Table 2.3).

Due to low sample counts, the choice of treatment was not accounted for in the statistical testing.

The sample averages for the cell types with the smallest adjusted p-value are shown in Figure 2.6;

violin plots of individual cell scores are in Figure 2.7. These include memory B cells, CD4 central

memory T cells (Tcm cells), CD8 mucosal-associated invariant T cells (MAIT cells), naive T cells,

and plasma B cells. It is immediately clear that this MCP separates responding and non-responding

patients, though the degree of separation varies; patients who responded to either treatment modal-

ity had uniformly lowMCP4 scores. Some non-responding patients had low scores as well, partic-

ularly in plasma B cells for patients who received only NACT. This suggests that some NAC-non-

responder patients may have responded if treated with anti-PD-L1 in addition to NACT.

Now that we have a putative predictive MCP, we want to identify what changes in transcrip-

tomic space underlay that MCP and use those to propose interaction mechanisms. The original
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Figure 2.7: Single-cell MCP scores for cells from patients who did or did not respond to treatment in220.
Cells from patients who received either treatment are pooled here.
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Cell type p-value Adjusted p-value
Naive T cells 0.011209 0.021844
Memory B cells 0.007831 0.021844
CD8 effector memory T cells 0.028376 0.031923
Plasma B cells 0.008574 0.021844
CD4 regulatory T cells 0.024958 0.031923
CD4 central memory T cells 0.008501 0.021844
CD8 tissue-resident memory T cells 0.025198 0.031923
CD8mucosal-associated invariant T cells 0.012136 0.021844
classical monocytes 0.079806 0.079806

Table 2.3: Cell type associations with treatment response. This is testing whether the average MCP score
for each cell type for each patient’s pre-treatment tumor sample was significantly different in responding and
non-responding patients. The p-values were calculated using an independent t-test. Adjusted p-values were
adjusted for the number of cell types tested using a Benjamini-Hochberg correction factor.

DIALOGUE paper uses what is described as a multilevel-modeling schema93. However, the code

supplied by the authors has only one level, and corrects multiple times for the same set of factors.

The procedure described in the paper is also designed to enrich for genes which are MCP-associated

in both the cell type of interest and other cell types under investigation—while potentially useful,

the MCP itself was already calculated to enforce this cross-cell-type similarity. The multiple stages

of optimization also make it extremely slow to compute, and despite all the underlying calculations,

it still does not return any sort final statistic for ranking the different genes—statistics are only avail-

able for each individual pair of cell types in the MCP.

As such, we wanted to explore alternative approaches, ideally ones which are more conceptually

straightforward. We reimplemented the pairwise multilevel modeling scheme fromDIALOGUE

in Python, and developed a simple heuristic to aggregate MCP genes from pairs to full MCP genes:

any gene calculated as significant in the pairwise comparison with at least 70% of the remaining cell

types was considered anMCP gene. This method resulted in a set of MCP genes for each cell type

and eachMCP, which we then compare against two original MCP gene selection methods.
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The first of these directly uses the MCP loadings. The DIALOGUE algorithm is, at its core, a

matrix decomposition with extensive external corrections. The algorithm returns scores for each

cell and sample (these are what is plotted in Figure 2.6) but it also returns the weights used to de-

compose the PCs intoMCPs. By multiplying these weight vectors by the vectors used to move from

gene space to PC space, we can directly access the genes contributing to eachMCP. Two of the load-

ings are visualized in Figure 2.8. Concerningly, the most highly associated genes in memory B cells

are T cell specific genes (TRDV2, KLRB1); the most negatively associated are macrophage specific

(F13A1, FOLR2)101. This suggests that some observed correlation may be due to shifts in cell type

abundance affecting background expression, for lysed macrophages contributing to ambient se-

quencing, with larger numbers of these macrophages seen in responding patients.

While this method is useful, it also has a significant downside: only genes that were used to

compute the PCs can have an association discovered using this method. While the excluded genes

may explain minimal variation across the entirety of the original dataset, that is not necessarily true

within each single cell type, particularly in a case like this one where the annotated cell types are very

fine-grained—there were more than 50 tumor-resident immune cell types annotated in the original

dataset. Of the 1741 genes associated with at least one of the tenMCPs in at least one cell type ac-

cording to DIALOGUE’s method, only 876 were among the highly variable genes used to compute

the PCs. Thus while the loading genes are a meaningful representation of the computation origin of

the MCP, using this method means losing access to potentially meaningful biological signal.

As an alternative statistical testing method, we implemented an extrema-based gene testing pro-

cedure. Here, we select cells which had very high or very lowMCP scores, then use gene differential

expression testing to identify genes which are significantly different between the two groups. This

method dramatically more computationally efficient than DIALOGUE: the multilevel modeling

method run on a personal computer takes a few hours, whereas the extrema testing procedure takes

only a few seconds. Unlike DIALOGUE, however, this method does not account for confounders
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Figure 2.8: MCP loadings for a response-predictive MCP in memory B cells and CD4 central memory T
cells. The top ten positive and negative contributory genes are shown, with their associated component con-
tribution on the y-axis.

at the gene set determination stage; though we note that the confounders are still incorporated when

solving for the MCPs. In the case considered here, we expect that some genes identified by the ex-

trema method may be specific to response to the PDL1 inhibitor rather than chemotherapy, but for

the exploratory work we’re doing here that’s ok.

The extent to which these three methods overlap varies across MCPs. The fraction of multilevel

modeling MCP genes which are marked as significant according to the extrema approach is shown

in Figure 2.9. Some, but certainly not all, genes appear in both methods—the average percentage

of significant genes was 53%. For all three methods we also considered the Jaccard index for the

comparison of the gene sets produced by each method. We subset to the 100 most significant genes

(lowest p_adj) for the extrema method and the 50 genes with the highest positive and 50 genes with

the lowest negative loadings (Figure 2.10). TheMCP loadings had minimal overlap with the mul-

tilevel modeling gene set, but there was some overlap between multilevel modeling genes and the

genes from testing extrema cells, particularly in Memory B cells.
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Figure 2.9: The proportion of MCP genes identified via the DIALOGUEmultilevel marketing procedure
that are also significant (adjusted p-value <0.01) according to differential expression testing of high-MCP and
low-MCP cells. Cell type abbreviation expansions are in Table 2.1. The t at the start of each name refers to
tumor residence. Along the x-axis are genes increased (up) or decreased (down) for eachMCP.
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Figure 2.10: Jaccard indices between topMCP genes as determined by DIALOGUE and the MCP loadings
(left) and as determined by multilevel modeling or by direct testing (right). The multilevel modeling genes
(DIALOGUE genes as determined by the method in93) have minimal overlap with the MCP loadings, and
moderate overlap with genes differentially expressed between top and bottomMCP

Once a set of MCP-associated genes has been established, the resulting gene sets still must be in-

terpreted. For the treatment response-linkedMCP4, we can see the genes with highest increased

expression according to extrema testing in Figure 2.11. The full list of MCP-associated genes is pro-

vided in Supplemental Table 2.3. The prevalence of heat shock proteins (HSPs) in multiple cell

types suggests a role for these proteins in immune cells in cancer progression. HSP1AB, which is sig-

nificantly increased in this MCP for all five cell types, has been previously identified as a prognostic

biomarker in breast cancer83. The connection between HSPs in the tumor micro-environment, in

cancer cells, and their corresponding roles in tumor progression, likely merits additional research.

The observed correlation in HSP levels may be due to an external influence, but it could also

be related to communication between these cell types. We directly investigated cell-cell communi-

cation using a ligand-receptor gene database24. Although there were no ligand-receptor pairs in

which both ligand and receptor were included in the MCP genes, there were many cases in which,
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Figure 2.11: Top genes with increased expression in each of the most treatment-response associated cell types
in MCP4 of220. Rankings are z-scores from t-tests comparing gene expression in the 10% of cells with the
highest and lowest MCP4 scores for each cell type.
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for example, the ligand expression was MCP associated, and the receptor had a constant, nonzero

expression level in another MCP cell type. Of these, the sole observed interaction change between

proteins with an experimentally validated interaction is between IL-7 and its receptor IL7R. There

were numerous other possibly enriched interactions between proteins which are predicted to inter-

act, but significant additional experimental work would be needed to validate these findings. IL-7

is a cytokine with well established antitumor role across diverse cancers, though there is also some

evidence of pro-tumor activity in lung cancers118. We found that the gene encoding IL-7 is anMCP-

associated gene in memory B cells, and its receptor is expressed by central memory T cells and naive

T cells. It is plausible that increased I-L7 activity, and the resultant changes in T cells, may also be

driving poor treatment response here. Both types of T cells show increased JUN, FOS, and FOSB,

all of which are components of the AP-1 transcription factor complex. Intriguingly, AP-1 has been

shown to have a complex role in tumor development, with a tumor suppressive or growth enhanc-

ing role depending on the context61,18. Lower levels of AP-1 are associated with exhaustion in T

cells8—the opposite of what one might intuitively expect, in which exhaustion seems to be more

prominent in patients who responded to treatment. Whether the identified IL-7 signaling is the

causal mechanism underlying the observed correlation is not answerable from the available data; it

is possible that all of these adaptive immune cells are responding to some shared signal, which just

happens to also trigger communication via IL-7.

2.5 Discussion

By applying and extending a matrix decomposition method, we have proposed disease-relevant cell-

cell interactions in the context of triple negative breast cancer, and explored the possibility of a treat-

ment response predictive interaction between B cells and T cells. The clearest limitation of all of this

work is that, like scRNA-seq itself, it is best applied for hypothesis generation. We observed poten-
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tially interesting findings: a subpopulation of pericytes unique to TNBC, and a multi-cell-type gene

expression program involving IL-7 signaling that was increased in those who did not respond to

treatment. Deeper analysis of the MCP genes described here, including proposing which predicted

cell-cell interactions may be driving behavior, similarly requires additional experimental input. Ad-

ditional studies are thus needed to confirm these findings; we are actively working with experimental

collaborators, both to find additional evidence for these predictions, and to make further discoveries

using the data they gather.

Our collaborators’ forthcoming experimental results include scRNA-seq of pre- and post-treatment

TNBC core needle biopsies. Multimodal imaging-based analysis is also being performed on pre- and

post-treatment tumor samples, including both imaging mass cytometry (IMC) and GeoMX spatial

transcriptomics. This spatial data can be used to test inferred cell-cell interactions by looking for

cells with enriched proximity, and can be used to test the validity of our predictions. One could also

confirm specific interactions by staining for relevant proteins, as was done to validate the CytoTalk

algorithm87. Spatial mapping of breast cancer transcriptomes is still relatively new, but so far indi-

cates that the spatial landscape is highly heterogeneous both within individual tumors and across

patients218.

The TNBC-specific pericyte subpopulation with high expression of CRABP2 was not observ-

able from the public dataset which included treatment response, as that dataset only sequenced

immune cells. Although direct comparison of snRNA-seq and scRNA-seq is not trivial, it may be

possible to identify the TNBC-specific pericyte subpopulation using our upcoming snRNA-seq

data, which will also include treatment response information. However, the comparison to non-

TNBC samples will not be possible, as the current study is only sequencing TNBC patients. We will

however, be able to observe how pericyte localization changes in response to treatment, and whether

our observed gene signature is present in these tissues.

The proposed multi-cell-type treatment response predictive MCP can be explored using both
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Figure 2.12: An example IMC region of interest with cell type labeling from AnnoSpat. This is from a slice
of a core needle biopsy of a pre-treatment TNBC patient.
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the scRNA-seq data and the imaging data. We also plan to use the data to potentially discover ad-

ditional MCPs, as that dataset also includes patients with complete resolution of tumor after treat-

ment. Validating a causal role for cell-cell communication is always difficult, but we may be able

to use cell type proximity to suggest cells which are interacting, and observe how those interaction

potentials change with respect to treatment efficacy. Using the 35 protein markers measured using

IMC, we can label immune cell subtypes in the resulting images. Cell type labeling of IMC data is

not a settled question; methods developed for non-spatial CyTOF can be applied with modification,

and there are also a few algorithms developed specifically for IMC. Initial labeling of segmented

cells in the IMC images was performed using a recently published cell type labeling algorithm which

uses a machine learning classifier and a predefined set of positive and negative markers to identify

the most likely cell type for each pre-segmented cell143. Using just these provisional labels and the

example region of interest pictured in Figure 2.12, we find that fibroblasts are enriched at a middle

distance frommemory B cells (Figure 2.13). This may indicate that cancer-associated fibroblasts are

attracting B cells in this tissue, a known CAF-B cell interaction107. Work is ongoing to optimize the

cell segmentation and cell type labeling methods used; we anticipate changes to this result as analysis

continues.

Through this work, we have developed a Python re-implementation of DIALOGUE with im-

proved modularity and usability relative to the published R algorithm. This work will become part

of the upcoming pertpy package; a developmental release is already available on GitHub86. Single-

cell transcriptomics methods generate huge amounts of data; increasingly prevalent multi-omics

and imaging-based methods generate even more. Interpreting that data and turning it into testable

scientific predictions is the job of the bioinformatician in collaboration with the immunologist;

this chapter provides an example of using matrix decomposition methods to move from a complex

dataset to an interpretable scientific story. Connecting these cell-cell interactions and gene networks

to cell state transitions remains an ongoing question, and will depend on our ability to robustly
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Figure 2.13: Example neighborhood enrichment analysis. In the image shown in Fig. 6, fibroblasts are
over-represented in the 100-300 distance range. Neighborhood enrichment statistics were calculated using
squidpy152

define unified cell states from the upcoming multimodal data.
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Point cloud distance metrics for single cell

perturbation data

3.1 Abstract

Recent biotechnological advances have led to growing numbers of single-cell perturbation

studies, which reveal molecular and phenotypic responses to large numbers of perturbations. How-

ever, analysis across diverse datasets is typically hampered by differences in format, naming conven-

tions, and data filtering. To facilitate development and benchmarking of computational methods

in systems biology, we collect a set of 44 publicly available single-cell perturbation-response datasets

with molecular readouts, including transcriptomics, proteomics and epigenomics. We apply uni-

form pre-processing and quality control pipelines and harmonize feature annotations. The resulting

information resource enables efficient development and testing of computational analysis methods

and facilitates direct comparison and integration across datasets. In addition, we describe E-statistics

for perturbation effect quantification and significance testing, and we demonstrate E-distance as a

general distance measure for single-cell data. Using these datasets, we illustrate the application of E-

statistics for quantifying perturbation similarity and efficacy. The data and a package for computing

E-statistics is publicly available at scperturb.org. This work provides an information resource and

guide for researchers working with single-cell perturbation data, highlights conceptual considera-

tions for new experiments, and makes concrete recommendations for optimal cell counts and read
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depth.

3.2 Introduction

Perturbation experiments probe response of cells or cellular systems to changes in conditions. These

changes traditionally acted equally on all cells by modifying temperature or adding drugs. Nowa-

days, with the latest functional genomics techniques, single-cell genetic perturbations acting on indi-

vidual cellular components are available. Perturbations using different technologies target different

layers of the hierarchy of protein production. At the lowest layer, CRISPR-cas9 acts directly on the

genome, using indels to induce frameshift mutations which effectively knock out one or multiple

specified genes51,92,57. Newer CRISPRi and CRISPRa technologies inhibit or activate transcription

respectively74. CRISPR-cas13 acts on the next layer in the hierarchy of protein production to pro-

mote RNA degradation208. Small molecule drugs, in contrast, act directly on protein products like

enzymes and receptors. When these techniques are applied to large-scale screens they create a map

between genotype, transcriptome, protein, chromatin accessibility, and in some cases phenotype67.

Barcodes associated with unique CRISPR guide perturbations are read alongside single-cell RNA

sequencing (scRNA-seq), cellular indexing of transcriptomes and epitopes (CITE-seq) or single cell

assay for transposase-accessible chromatin using sequencing (scATAC-seq) to identify each cell’s

perturbation condition57,67,1,171,153.

Such large-scale single-cell perturbation-response screens enable exploration of complex cellular

behavior inaccessible from bulk measurements. Directionality in regulatory network models cannot

be inferred without interventional or time-series data80. Experiments with targeted perturbations

can be modeled as affecting individual nodes of a regulatory network model, enabling investigation

of mechanistic processes and inference of regulatory interactions and their directionality159. Typ-

ically, however, perturbation datasets have been too small to elucidate the complexity of cellular
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systems; thus, accurately predictive models of regulatory interactions remain difficult to infer79.

This limitation will be reduced as dataset size continues to increase. More directly, drug screens have

been used to suggest therapeutic interventions by analyzing detailed molecular effects of targeted

drugs, and designing new single or combinations of perturbations16,68,160.

Reliable analysis of increasingly large perturbation datasets requires efficient and powerful sta-

tistical tools to harness both massive numbers of cells and perturbations. The inherently high di-

mensionality of the data complicates calculation of distances between perturbations, as does cell-cell

variation and data sparsity103. There is presently no convention for statistical comparison in pertur-

bation studies. Some studies calculate pseudo-bulk by combining all cells in a given perturbation1,52.

This means losing information about the variation within each condition. Studies with mixtures of

cell types have developed complex methods for quantifying similarity between heterogeneous cell

populations33,49,73. Cell-based statistical measures can be used to identify successfully perturbed

cells but do not currently quantify perturbation similarity57,153. Ideally, statistical comparisons be-

tween perturbations and quantification of perturbation strength should be based on a multivariate

distance measure between sets of cells. Such a distance measure describes the difference or similar-

ity between cells treated with distinct perturbations, thus inferring unique or shared mechanisms

or perturbation targets, which tend to produce similar shifts in molecular profiles166,196. Multiple

distance measures for scRNA-seq have been explored by the single-cell community in recent years,

includingWasserstein distance43,175, maximummean discrepancy126, neighborhood-based mea-

sures33,49, and E-distance166. Here we exclusively use the E-distance, a fundamental statistical mea-

sure of distances between point clouds that can be used in a statistical test to identify strong or weak

perturbations as well as to distinguish between perturbations affecting distinct cellular sub-processes.

The associated E-test is a statistically reliable tool for computational diagnostics of information con-

tent of a specific perturbation and can inform design of experiments and data selection for training

models.
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Large perturbation screens are specifically designed to study a particular system under a set of

perturbations of interest. Over time, the field has thus accumulated a heterogeneous assortment of

single-cell perturbation-response data from a wide range of different cell types, such as immortalized

cell lines and induced pluripotent stem cell (iPSC)-derived models, and different perturbation tech-

nologies, including knockouts, activation, interference, base editing, and prime editing161. Novel

computational methods to efficiently harmonize these different perturbation datasets are needed.

Such integrative analysis is complicated by batch effects and biological differences between primary

tissue and cell culture65,129. Published computational methods for perturbation data are primarily

focused on individual datasets58,96,127. Moving from single-dataset to multi-dataset analysis will

require development of principled quantitative approaches to perturbation biology; the scPerturb

data resource can serve as a foundation for building and testing these models.

While several large databases of perturbations with bulk readouts exist, single-cell perturbation

technologies are newer and data not unified183,201. Existing collections of datasets are primarily

a means for filtering and do not supply a unified format for perturbations113,190,23. Yet, unified

datasets are key to developing generalizable machine learning methods and establishing multimodal

data integration. A recent review and repository of single-cell perturbation data for machine learn-

ing lists 22 datasets, but supplies cleaned and format-unified data for only six94. Unified frameworks

for accessing single-cell data are in active development, but do not currently support perturbation

datasets or standardize perturbation annotations64,38.

To facilitate the development and benchmarking of computational approaches in systems biol-

ogy, we provide a resource of standardized datasets reporting targeted perturbations with single-cell

readouts. We collected 44 publicly available perturbation-response datasets from 25 papers (Ta-

ble 3.1). Our perturbation strength quantification and comparison of perturbation-specific vari-

ables, such as the number of perturbations and the number of cells per perturbation, across exper-

iments may serve as a reference for optimal experimental design of future single-cell perturbation
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experiments. We also describe the E-distance and E-test as tools for statistical comparisons of sets

of cells and benchmark their robustness and applicability for distinguishing perturbations across

datasets and modalities. A web interface is accessible at scperturb.org, and packages for single-cell

E-statistics are publicly available for both Python (PyPI: scperturb) and R (CRAN: scperturbR).

3.3 Methods

3.3.1 scATAC-seq

Data acquisition

We included scATAC-seq data from three different sources: Spear-ATAC157, CRISPR-sciATAC119,

and ASAP-seq140. All data that was used in our analysis can be programmatically downloaded with

scripts that are provided in our code repository (https://github.com/sanderlab/scPerturb).

scATAC-seq is a biomolecular technique to assess chromatin accessibility within single cells30,46.

The starting point of our data processing pipeline are BED-like tabular fragment files, in which each

line represents a unique ATAC-seq fragment captured by the assay. Each fragment is mapped to a

genomic interval and a cell barcode. The goal of our pipeline is to extract standardized features from

this information.

Those are:

• Embeddings derived from latent semantic indexing (LSI)46 with 30 dimensions for each cell

(a dimensionality reduction method that is well-suited for the sparsity of the data)

• Gene scores that measure the chromatin accessibility around each gene for each cell (the

weighted sum of fragment counts around the neighborhood of a gene’s transcription start

site where more distant counts contribute less)
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Source Paper Modality Perturbation type Perturbations
Adamson1 RNA CRISPRi 9, 20, 114
Aissa3 RNA drugs 4
Chang39 RNA drugs 4
Datlinger52 RNA CRISPR-cas9+TCR† 97
Datlinger51 RNA CRISPR-cas9+TCR† 48
Dixit57 RNA CRISPR-cas9 31
Frangieh67 RNA,protein CRISPR-cas9 249
Gasperini69 RNA CRISPRi 43314*, 39087*, 16531*
Gehring73 RNA drugs 4
Liscovitch-Brauer119 ATAC CRISPR-cas9 22,84
McFarland137 RNA drugs, CRISPR-cas9 18
Mimitou141 ATAC,protein CRISPR-cas9 6
Norman149 RNA CRISPRa 237
Papalexi153 RNA,protein CRISPR-cas9 11,99
Pierce157 ATAC CRISPRi 41,41,41
Replogle166 RNA CRISPRi 2058, 2394, 9867
Schiebinger175 RNA cytokines 2,3
Schraivogel176 RNA CRISPR-cas9 3105*, 4115*
Shifrut179 RNA CRISPR-cas9+TCR† 49
Srivatsan181 RNA drugs 5, 8, 189
Tian197 RNA CRISPRi 27
Tian196 RNA CRISPRa, CRISPRi 101, 185
Weinreb207 RNA cytokines 5
Xie214 RNA CRISPR-cas9 229
Zhao223 RNA drugs 7

Table 3.1: Dataset information for experiments included in the scPerturb database. *: perturbation total
treats perturbations A, B, and (A and B) as three unique perturbations
†: T-cell receptor (TCR) stimulation
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• A peak-barcode matrix that quantifies the chromatin accessibility at (data-set specific) con-

sensus peaks (genomic intervals) for each cell

• chromVAR scores174, which quantify the activity of a set of transcription factors for each

cell, using transcription factor footprints as defined in203

• Marker-peaks per perturbation target, quantifying the differential regulation of highly vari-

able peaks for each type of perturbation

These features were computed using the ArchR framework version 1.0.177 with standard param-

eters unless otherwise stated. We provide each feature set as a dedicated h5ad file on scperturb.org,

and our analysis roughly follows the pipeline proposed in Spear-ATAC157, as detailed below.

Note that these features were originally developed for scATAC-seq data on non-perturbed cells,

with goals such as the identification of cell types, discovery of cell type-specific regulatory elements,

or reconstruction of cellular differentiation trajectories30,173.

Pre-processing

Filtering out cells of low quality: To ensure a consistent and homogenous quality throughout the

different data sets, we filtered out cells with fewer than 1000 and more than 100,000 mapped frag-

ments. We further required a minimum transcription start site enrichment score of 4 to ensure a

sufficient signal-to-noise ratio. See ArchR’s createArrowFile function for details.

For the Spear-ATAC data set we ran ArchR’s getValidBarcodes function on processed 10x Cell

Ranger files to subset the data set to valid barcodes. For the other datasets these files were unavail-

able, and we relied on the original authors’ pre-processing of barcodes.

Assigning single guide RNA (sgRNA) to barcodes: For the Spear-ATAC and CRISPR_sciATAC

datasets we had access to cell barcode-sgRNA count matrices (see original publications for details).

We assigned the sgRNAwith the highest counts to a cell barcode if the sgRNA count exceeded 20
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and if that sgRNA combined at least 80% of all sgRNA counts. Cells that could not be assigned

a sgRNAwere left in the data set. For the ASAP-seq dataset a barcode-sgRNAmatrix was not

available. Instead, we relied on a sgRNA assignment downloaded from the study’s GitHub repos-

itory141.

Feature computation

All features described in the overview above were computed with ArchR functions. For details in-

spect the fragments2outputs.R script in our code repository.

Comparative analysis

Processing prior to comparison was performed partially specific to the four non-perturbation-

specific analysis methods [marked in square brackets], based on the shape and range of the corre-

sponding data. Log1p refers to transforming X to log(1 + X). PCA refers to principle component

analysis (PCA). HVG refers to subsetting to 2000 highly variable genes (HVGs):

• chromVAR: quantification of transcription factor activity. [Log1p, PCA]

• LSI: 30 reduced dimensions per cell. These dimensions were used directly as input to E-

distance calculations. [no pre-processing]

• Gene scores: the weighted sum of fragment counts around the neighborhood of a gene’s

transcription start site; [Log1p, HVG, PCA]

• Peak barcode (peak bc): peak locations shared across cells are learned from the data and

then quantified for each cell. [Log1p, HVG, PCA]

E-distances and Pearson correlations were calculated as described for scRNA-seq.
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3.3.2 scRNA-seq

Data acquisition

Datasets were downloaded from public databases following data availability directions in the source

papers. When available from the authors, unnormalized pre-processed cell-by-gene matrices were

used. Supplemental information from the papers were used in data analysis when applicable.

Data processing

Analysis started from unfiltered, unnormalized cell-by-gene matrices as provided by source papers.

For one dataset, preprocessed cell-by-gene matrices were unavailable; pre-processing was performed

following the procedure outlined in the original paper, directly using supplied code73. For datasets

with cell barcodes, barcode assignments for cells were taken from the original paper when available;

when not available, barcode assignment was performed as described in the methods section of the

relevant paper. If multiple guides were assigned to the same cell, the guides were listed in decreas-

ing order of counts in the final data object. The code used for processing each individual dataset,

including barcode assignment, is available in our code repository.

Datasets were imported into AnnData objects using Scanpy (versions 1.7.2–1.9.1)212. Metadata

was taken from the original papers when available. For cell lines, information on sex, age, disease,

and origin were taken from Cellosaurus10. Metadata columns are described in Supplemental Table

3.1. Items listed in bold are included for all datasets.

Datasets are stored and supplied as .h5ad files.
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3.3.3 Simulated data

scRNA-seq Simulations used powsimR, a simulator which allows specification of the number of

differentially expressed genes (DEGs) (width) and the log-2-fold change (L2FC) of those DEGs

(depth)204. The proportion of cells within each group that are actually perturbed can also be varied.

We set this percentage to 2/3 in order to mimic the fact that not all cells in CRISPR-cas9 screens

with a guide assigned will have received an effective perturbation.

Data analysis

Before calculating E-distances, cells and genes were filtered using Scanpy (versions 1.7.2–1.9.1)212.

All .h5ad objects published on the resource were saved using Scanpy 1.9.1. Cells were kept if they

had a minimum of 1000 unique molecular identifier (UMI) counts, and genes with a minimum

of 50 cells. 2000 highly variable genes were selected using scanpy.pp.find_variable_geneswith

flavor seurat_v3. We normalized the count matrix using scanpy.pp.normalize_total and log-

transformed the data using scanpy.pp.log1p; We did not z-scale the data. Next, we computed PCA

based on the highly variable genes. The E-distances were computed in that PCA space using 50

components and Euclidean distance. To avoid problems due to different numbers of cells per per-

turbation, we subsampled each dataset such that all perturbations had the same number of cells. We

removed all perturbations with fewer than 50 cells and then subsampled to the number of cells in

the smallest perturbation left after filtering. Large parts of our analysis were parallelized as work-

flows using snakemake146. For applications of E-distance to datasets with confounding factors such

as batch effect, we recommend correcting for these factors prior to PCA.

For the example application to CITE-seq, cell type annotations celltype.l2 were used as pro-

vided by81. Doublets were removed and data was subset to 91 cells per remaining cell type, which

is the largest number such that all key cell types had at least that many cells. After subsetting, the
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data was processed as for other RNA datasets. Protein data was centered log ratio (CLR) normal-

ized using Muon 0.1.2 and log-transformed prior to PCA21. The hierarchy was computed using

scipy.cluster.hierarchy.linkage from scipy 1.8.0 with method “single”. The distance metric is “sque-

clidean” and the E-distance was not bias corrected. “2000 HVG E-distance” refers to highly variable

genes selected as described above, and is a typical method for gene selection. We also used this HVG-

based approach prior to PCA by default in all other E-statistics calculations.

When comparing gene selection methods, we used both default HVGs as described above and

an augmented HVG set. To calculate the “union of DEGs”, we used t-tests (as implemented by

scanpy.tl.rank_genes_groups212) for each perturbation in the dataset to extract the top 50 perturbation-

wise DEGs relative to unperturbed cells, then took the set of the union of those genes as features for

PCA.

In robustness analysis, at each subsampling point we computed detailed E-statistics (E-distances,

δ, σ, E-test results) from each perturbation to the corresponding unperturbed cells of that dataset

using PCA with 50 components based on 2000 highly variable genes unless otherwise specified. We

downsampled raw UMI counts using the function scanpy.pp.downsample_counts on raw counts,

then preprocessed (normalized, log1p-transformed) the data as previously described. Cells were

downsampled to the same number at each subsampling step across all perturbations to avoid com-

parability issues. If possible, we recalculated PCA while keeping the highly variable genes originally

obtained from the complete dataset. Loss of significance was computed as a running loss of E-test

significance (p-value< 0.05) of formerly—i.e. prior to any subsampling—significant perturba-

tions while subsampling, then normalized across datasets through division by the total number of

formally significant perturbations in that datasets.
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3.3.4 E-distance

The E-distance is a statistical distance between high-dimensional distributions and has been used

to define a multivariate two-sample test, called the E-test169. It is more commonly known as energy

distance, stemming from the original interpretation using gravitational energy in physics. Formally,

it contextualizes the notion that two distributions of points in a high-dimensional space are distin-

guishable if they are far apart compared to the width of both distributions. More specifically,

Let x1, ..., xN ∈ Rd and y1, ..., yN ∈ Rd be samples from two distributions X,Y corresponding to

two sets ofN andM cells respectively.

We define

δXY =
1

NM

N∑

i=1

M∑

j=1
||xi − yj|| (3.1)

σX =
1
N2

N∑

i=1

M∑

j=1
||xi − xj|| (3.2)

and σY defined accordingly. We used the squared euclidean distance when calculating cell-wise

distances. Intuitively, δXY is the mean distance between cells from the two distributions, while σX

describes the mean distance between a cell from X to another cell from X. The energy distance be-

tween X and Y is defined as:

E(X,Y) = 2δXY − σX − σY (3.3)

For the bias-corrected E-distance, we define

σX =
1

N(N− 1)

N∑

i=1

M∑

j=1
||xi − xj|| (3.4)

All calculations use the bias-corrected form of the E-distance unless otherwise noted.
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3.3.5 E-test

The E-test was performed as a Monte Carlo permutation test using the E-distance as test statistic.

For each dataset and each perturbation within that dataset, we took the cells and combined them

with the unperturbed cells. Then, we shuffled the perturbation labels and computed the E-distance

between the two resulting groups. We repeated this process 10000 times. The number of times that

this shuffled E-distance to unperturbed was larger than the unshuffled distance divided by 10000

yields a p-value, which we report for almost all datasets in our resource (Supplemental Table 3.2).

We corrected for multiple testing using the Holm-Sidak method in each dataset.

3.3.6 Subsampling analysis

We investigate the robustness of E-distance and E-test scores to experimental and computational

parameters using our extensive collection of harmonized single-cell perturbation datasets. We sub-

sampled the number of cells per perturbation to create artificially smaller datasets, then examined

how the E-distance and E-test results change. We introduce a novel bias correction to the E-distance

which improves performance in low cell count regimes (details in Appendix A). Even after bias

correction the E-distance increases as the number of cells per perturbation decreases, indicating

that cells per perturbation should be standardized via subsampling prior to calculating E-distances

(Figure 3.1A). This is due to the inability of PCA to adequately represent data in the low sample

regime99. Despite the increase in E-distance with falling cell numbers, the number of significant

perturbations correctly decreases with fewer cells, and only some datasets have saturated significance

at full number of cells in that dataset (Figure 3.1B). This saturation point depends on perturba-

tion strength and on dataset heterogeneity; if all cells are similar, a small set of cells will sufficiently

describe every possible response to a perturbation. This suggests that, unsurprisingly, increasing

sample size enables discovery of significant perturbations with smaller magnitude.
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Similarly, we subset the number of UMI counts per cell, finding that E-distance increases as the

number of UMI counts per cell increases (Figure 3.1C). The number of significant perturbations

under the E-test, though, saturates around 500 counts per cell, with most perturbations that were

significant at the full measured read depth maintaining that significance even with far fewer counts

per cell (Figure 3.1D). The stability of E-test results with respect to UMI counts, in contrast to the

actual E-distance value, exemplifies the necessity of the E-test as the appropriate statistical measure

to evaluate perturbation effects. The optimal UMI and cell counts for a given experiment depend

on downstream specific modeling tasks, as discussed in more detail elsewhere79. As a baseline for sig-

nificant perturbations, as defined by the E-test, we suggest at least 300 cells per perturbation (Figure

3.1B) and 1000 average UMI counts per cell (Figure 3.1D) as an experimental guideline for distin-

guishable perturbations.

More detailed robustness analysis of E-statistics is available in Appendix B.

3.3.7 Advice for single cell perturbation analysis

Resource users should be aware that memory requirements quickly become a limiting factor, es-

pecially with the newer, larger datasets, such as ReplogleWeissman2022 with> 2.5 million cells

across more than 9000 perturbations166. For example, the E-distance presented here for calculat-

ing distances between perturbed sets of cells relies on PCA, but computing PCA for all data in this

dataset was not possible with 500GB of memory without modifications to accelerate computation.

Going forward, computational methods will need to be modified as in54 to reduce memory load,

or datasets will need to be subsampled. Additionally, the .h5ad datasets shared in this resource can

be programmatically accessed using Python package h5py, and perturbations of interest extracted

without requiring full dataset access.

To our knowledge, there are not yet established best practices for analysis of single-cell pertur-

bation data. DESeq2 is frequently used for differential expression testing, as it can be applied to
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Figure 3.1: Effect of subsampling UMI counts per cell and number of cells per perturbation on E-statis-
tics. (A) E-distance of each perturbation to unperturbed in149 while subsampling the number of cells per
perturbation; Color indicates E-test results; “significance lost”: perturbation significant when all cells are con-
sidered, but not significant after subsampling. The E-test loses significance with lower cell numbers while
the E-distance actually increases. (B) Overall number of perturbations with significant E-test decreases when
subsampling cells. (C) As in Subfigure A but subsampling UMI counts per cell while keeping the number of
cells constant. Loss of E-test significance and dropping E-distance to unperturbed as overall signal gets deteri-
orated with removal of counts. (D) As in Subfigure B but subsampling UMI counts per cell while keeping the
number of cells constant.
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pseudo-bulk profiles of each perturbation128. An optional next step would be enrichment analy-

sis of the resulting genes. Averaging single-cell measurements over cells per perturbation simplifies

analysis and reduces the effect of measurement noise significantly but comes at the cost of remov-

ing all system-intrinsic biologically relevant information in cell-to-cell variation. In many studies,

these average profiles are then embedded using a dimensionality reduction method of choice and

subsequently clustered to reveal groups of perturbations with potentially similar targets149,166.

3.3.8 Data Availability

The website scperturb.org stores harmonized datasets with the following:

• scRNA-seq and antibody-based protein datasets: .h5ad files.

• scATAC-seq: multiple different feature matrix definitions as separate download options.

• Access details for the original publication for each dataset

• Filtering, e.g., by readout or type of perturbation

• RNA data at https://zenodo.org/record/7041849 and ATAC data at https://zenodo.

org/record/7058382

3.3.9 Code Availability

Open access source code is at https://github.com/sanderlab/scPerturb/. We compiled a corre-

sponding Python package called scperturb for performing E-statistics (E-distance and E-testing) in

single-cell data, published on PyPI under https://pypi.org/project/scperturb/ and on CRAN

under https://CRAN.R-project.org/package=scperturbR.
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3.4 Results

3.4.1 Data Characteristics

Molecular readouts for the 44 single-cell perturbation response datasets include transcriptomes, pro-

teins and epigenomes (Table 3.1, Figure 3.2A). Metadata was harmonized across datasets (Supple-

mental Table 3.3). 32 datasets were perturbed using CRISPR and 9 using drugs. While 32 datasets

measure scRNA-seq exclusively, we also include scATAC-seq from three papers, one with simulta-

neous protein measurements140. For each scRNA-seq dataset we supply count matrices, where each

cell has a perturbation annotation as well as quality control metrics. Three CITE-seq datasets have

protein and RNA counts separately downloadable67,153.

In contrast to scRNA-seq data, which can be represented naturally as counts per gene, there is no

consensus feature set for scATAC-seq. In its raw form, scATAC-seq provides a noisy and very sparse

description of chromatin accessibility over the entire genome. Following prior studies, we generated

five feature sets of scATAC-seq data, each of which address different biological questions41,77,157.

These attempt to summarize chromatin accessibility information over different types of biologically

relevant genomic intervals (e.g. gene neighborhood), or represent dense low-dimensional embed-

dings of the original data30,46,174.

Sample quality measures vary significantly across datasets (Figure 3.2B). The total number of

cells per dataset is usually restricted by experimental limitations, though has increased over time. To-

tal UMI counts per cell and number of genes per cell are calculated as described in130. These values

are used for quality control in data analysis. The average sequencing depth, i.e. the mean number

of reads per cell, in each study affects the number of lowly expressed genes observed. Increasing

sequencing depth increases the number of UMI counts measured even for lowly expressed genes,

reducing the uncertainty associated with zero counts82,190. The overall number of recoverable UMI

counts, usually estimated by the sequencing saturation, also depends on the quality of the experi-
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Figure 3.2: Single-cell perturbation-response datasets are diverse in type, size, and quality. (A) The majority
of included datasets result from CRISPR (DNA cut, inhibition or activation) perturbations using cell lines
derived from various cancers. (B) Sequencing and cell count metrics across scPerturb perturbation datasets
(rows), colored by perturbation type. From left to right: distribution of total RNA counts per cell (left);
distribution of the number of genes with at least one count in a cell (middle); distribution of number of
cells with at least one count of a gene per gene (right). Most datasets have on average approximately 3000
genes measured per cell, though some outlier datasets have significantly sparser coverage of genes. Center line,
median; box limits, upper and lower quartiles; whiskers, 1.5× interquartile range.
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ment; increasing sequencing depth alone can not cover for loss of RNA due to degradation. These

differences can affect the distinguishability of perturbations and performance of downstream analy-

sis methods.

3.4.2 E-statistics

E-distance

To compare and evaluate perturbations within each dataset we utilized the E-distance, a statistical

distance measure between two distributions, which provides intuition about the signal-to-noise

ratio in a dataset193. For two groups of cells, it relates the distance between cells across the groups

(“signal”), to the width of each distribution (“noise”) by comparing the mean pairwise distance of

cells across two different perturbations to the mean pairwise distance of cells within the two distri-

butions (Figure 3.3A). If the former is much larger than the latter, the two distributions are distinct.

A low E-distance indicates that a perturbation did not induce a large shift in expression profiles, re-

flecting technical problems in the experiment, ineffectiveness of the perturbation, or perturbation

resistance. Similar to166, we compute the E-distance after PCA for dimensionality reduction. The

standard E-distance as described in169 is a biased estimator and increases for low cell counts. Here,

we introduce a novel bias-correction to E-distance calculation, analogous to Bessels’ correction to

the sample variance. The bias correction factor and a demonstration of unbiasedness of the new

estimator is described in detail in Appendix A.

E-test

The E-distance can also be used as a test statistic to assess whether cells after a perturbation are sig-

nificantly different from unperturbed cells. The E-test is a Monte Carlo permutation test that uses

the E-distance as a test statistic193. The exact value of the E-distance depends on dataset-specific pa-
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Figure 3.3: (A) Definition of E-distance, relating the width of cell distributions of high-dimensional molecu-
lar profiles to their distance from each other. A large E-distance of perturbed cells from unperturbed indicates
a strong change in molecular profile induced by the perturbation. (B) Distribution of E-distances (plus 1 for
log scale) between perturbed and unperturbed cells across datasets. The number of perturbations per dataset
is displayed along the bottom. Note that this plot is best used to compare the shape of the E-distance distri-
bution rather than the magnitude; the mean E-distance will vary significantly with other dataset properties.
(C-E) Analysis based on E-statistics for one selected dataset149: (C) Distribution of E-distances between per-
turbed cells and unperturbed cells as in subfigure B. Each circled point is a perturbation, i.e., represents a set
of cell profiles. Each perturbation was tested for significant E-distance to unperturbed (E-test). (D) Pairwise
E-distance matrix across the top and bottom 3 perturbations of Figure 3C and the unperturbed cells. (E)
uniformmanifold approximation and projection (UMAP) of single cells of the weakest (left, bottom 3) and
strongest (right, top 3) perturbations.
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Figure 3.4: Behaviour of E-distance and E-test in simulated data. Varying L2FC of DEGs and proportions of
genes that are simulated as differentially expressed. E-test significance (adjusted p-value< 0.01) marked with
“*”.

rameters such as sequencing depth and how the cells are distributed; the E-test accounts for these

differences by creating a null distribution using permutations of the data. The computational com-

plexity of the E-test procedure is described in Appendix C.

A signal processing perspective on perturbationwidth and depth

Perturbations of central nodes in signaling networks such as key transcription factors or signal-

ing hubs like p53 can affect the expression of many other factors (a “wide” perturbation). On the

other hand, perturbing a relatively isolated pathway or a node with few other nodes downstream

may only affect the expression of a low number of features (a “narrow” perturbation). The mag-

nitude of these changes is then the “depth” or “amplitude”. Width can be roughly quantified by

the number of DEGs, and depth by the average log-fold change (LFC) of the affected genes. Using

powsimmR204, we simulated scRNA-seq data while varying these factors to systematically evaluate

the E-distance and the sensitivity of the E-test.

It is important to note that while the maximum L2FC of DEGs can be fairly high, the average
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L2FCs of all genes affected by a perturbation will rarely be as high as in our simulations. That said,

we observe a stronger effect of perturbation depth on E-statistics compared to width (Figure 3.4).

This means that according to the E-test, a small number of genes with a large L2FC in expression is

more impactful than a perturbation which affects a large number of genes by a small amount.

Visualizing these same sets of points using UMAP, we see that all perturbations which are vi-

sually distinguishable in the UMAP are also E-test significant (Figure 3.5). Some perturbations

which visually look fairly similar, such as 50% DEGs with an average L2FC of 0.2, are also signifi-

cant. UMAP projection is a useful tool for visualizing high dimensional data like this, but can result

in specious patterns and is not advised for use in clustering and other bioinformatics tasks40. E-

statistics are a tool which can do the same distinguishability check in the full PCA space rather than

just by eye in the UMAP.

3.4.3 Applications of E-statistics

Dataset exploration

Interestingly, we found that E-distances between perturbed and unperturbed cells vary significantly

across datasets (Figure 3B). The dataset labeled with “NormanWeissman2019”149 had the largest

mean E-distance between all perturbations compared to datasets of similar size. In fact, expression

profiles of most perturbations in this dataset were significantly different from those of unperturbed

cells according to the E-test (Figure 3.3C). Plausibly, this is in part caused by two-target pertur-

bations using CRISPRa in that dataset: targeting the same gene with two single guides increases

the chances of causing an observable change in the transcript profile. Indeed, the three perturba-

tions with highest E-distance are double perturbations while the three closest in E-distance are not.

The corresponding UMAPs for these perturbations, computed using the same principle compo-

nents (PCs) as the E-distance, provide a confirmatory visual intuition for high and low E-distances
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Figure 3.5: Relationship between E-test significance and visual separation in two UMAP dimensions.
UMAPs for simulated data corresponding to Figure 3.4. Note that we forced 1/3 of cells in the non-control
group (orange) to have no phenotype change in order to mimic CRISPR-cas9 data. Significance of E-test
marked in top right corner of each UMAP as in Figure 3.4 * indicates significant E-test results, n.s. not sig-
nificant. Genes DE is the number of genes differentially expressed. The red line denotes the boundary of
significance loss.
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(Figure 3.3E). The top three perturbations causing the largest E-distance to unperturbed are easily

distinguishable from the gray unperturbed cells, while the bottom three weakest perturbations are

part of a single, uniform cloud virtually indistinguishable from the unperturbed cells. The smallest

E-distance thus results from perturbations which have the least effect on the distribution of cells.

The E-distance can also be used to measure similarity between different perturbations. For in-

stance, there is a clear overlap of CEBPA and KLF1+CEBPA perturbed cells in the UMAP (Figure

3.3E). This overlap is captured by the low E-distance between the two perturbations; these two per-

turbations are closer to each other than they are to unperturbed cells or to other perturbations (Fig-

ure 3.3D). We envision that the E-distance can be used as a suitable distance for other downstream

tasks such as drug embeddings and clustering of perturbations, which could allow inference of func-

tional similarity of perturbations by similarity in their induced molecular responses measured by the

E-distance.

Using E-statistics, we can nominate a few particularly notable datasets in the resource. The most

extensive drug dataset is sci-Plex 3, which includes 188 drugs tested across three cell lines181; 107

of those perturbations were significant according to E-test analysis (Supplemental Table 3.3). Five

drugs in this dataset also appear in other drug perturbation datasets (Supplemental Table 3.4). We

hope that future large-scale drug screens will enable more detailed analysis of drug response across

different cell types and conditions. Another drug dataset applies combinations of three drug per-

turbations at varying concentrations across samples73. The most detailed CRISPR dataset is from

a recently published study which perturbed 9867 genes in human cells166. Containing >2.5 mil-

lion cells, this dataset is the largest in our database, with the number of cells each gene is detected in

significantly higher than in other datasets. Notably, 138 CRISPR perturbations are seen in both

scRNA-seq and scATAC-seq datasets (Supplemental Table 3.5). More than 100 genes perturbed

with CRISPRa in one dataset are perturbed with CRISPRi perturbations in another dataset of

the same cell line, either in one paper196 or across multiple studies149,166. The most frequently per-
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Figure 3.6: E-distance dissects perturbation hierarchy in data from Papalexi et al. (A) E-distance between
cells of all pairs of perturbations in Papaplexi et al. dataset153 Hierarchical clustering of this matrix reveals two
groups, one which is more similar to unperturbed cells (green) and one which has a stronger transcriptional
change (orange). (B) Signaling pathway downstream of IFNG receptor. Permutations of nodes upstream of
IRF1 induce similar phenotypes.

turbed gene, MYC, is perturbed in 9 datasets from 3 papers. Protein, RNA and ATAC readouts for

CRISPRi perturbation of MYC are all available for K562 cells67,157,166.

Identification of similar perturbations

As a detailed demonstration of the power of E-distance for analyzing perturbation datasets, we cal-

culated pairwise E-distance between all pairs of perturbations in a dataset characterizing inhibitory

immune checkpoints (Figure 3.6). This study perturbed genes involved in regulation of PD-L1 us-

ing CRISPR-cas9153. Hierarchical clustering of the resulting distance matrix revealed two distinct

groups of perturbations. The perturbations in the group more dissimilar to unperturbed cells have a

low E-distance to each other, suggesting a similar phenotype induced by perturbation of these genes

(IFNGR1, IFNGR2, JAK2, STAT1). Indeed, these genes are all part of a signaling cascade upstream
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Figure 3.7: Histogram of cells per perturbation in73. Many perturbations had fewer cells than our standard
recommendation.

of IRF1 and downstream of IFNg177. Thus, we observe that any disruption of a gene in this cascade

leads to a similar outcome and therefore a similar transcriptome profile.

Complex data structures

The snakemake pipeline used in the main manuscript cannot be directly applied to datasets with

unique perturbation structures. The GehringPachter2019 dataset is a 96-plex tensor of combina-

tions of doses of four different drugs73. For this demonstration, we used all perturbations regard-

less of howmany cells were present; we used the bias-corrected E-distance and do not subsample

any conditions. Many of the perturbations had fewer cells than the recommended threshold (Fig-

ure 3.7), but results still broadly agreed with the findings from the source paper. Four different

doses of epidermal growth factor (EGF) and acbFGF were compared (200 ng/ml, 40 ng/ml, 8 ng/ml

and 1.6 ng/ml) against a tensor of different background doses (Figure 3.8a). For each background

dose, we take the lowest dose of EGF and basic fibroblast growth factor (bFGF) as a “unperturbed”

state, then plot the E-distance from that state as the EGF and bFGF dose is titrated upwards. The
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(a)

(b)

Figure 3.8: Background doses are separated by an underscore. For (a), the units are BMP4 (ng/mL); Scrip-
taid and decitabine(μL); retinoic acid (ng/mL). For (b), the units are BMP4 (ng/mL); EGF and bFGF (ng/
mL), Scriptaid and decitabine(μL). E-distance is measured from the lowest dose of the x-axis drug on the
indicated background set of perturbations. Data from73.

91



resulting values are clearly interpretable as dose-response curves, where response to EGF and bFGF

saturates quickly. This agrees with what the authors of the original paper found, that “Absence of

EGF and bFGF has a drastic effect, yielding an isolated group of samples in PCA space”73.

We took the same data and instead projected it along the axis of retinoic acid doses (Figure 3.8b).

Here, for each line the “unperturbed” state is the state without added retinoic acid for each exper-

imental background. In most cases, increasing retinoic acid from 2 ng/mL to 10 ng/mL doesn’t

significantly effect the E-distance. However, in the case when only retinoic acid and low EGF&

bFGF, addition additional retinoic acid continues to increase E-distance. This set of conditions is

flagged in Figure 2C of73, where the authors note a “strong conditional dependence” on retinoic

acid in this condition. This is explored in more detail in the original work, including cluster analysis

and differential gene expression. Here, E-distance analysis quickly reveals that this particular drug

combination merits further investigation.

A Jupyter notebook demonstrating this analysis is available on scPerturb Git repo.

Comparison of scATAC-seq feature definition methods

Optimal feature definition for scATAC-seq remains an unsettled question, and will depend on plans

for downstream analysis41,77,157. For the four feature spaces provided on scPerturb, we examined

how feature choice affects the perturbation-to-perturbation distances in two datasets, one with

relatively few perturbations (Liscovitch-BrauerSanjana2021-K562-1)119 and one with more (Mimi-

touSmibert2021)141.

On a qualitative level, the resulting pairwise E-distance matrices look very similar in the case

of Liscovitch-BrauerSanjana2021-K562-1 (Figure 3.9A) and comparable in the case of the larger

dataset MimitouSmibert2021 (Figure 3.9B). To assess potential similarities quantitatively, we com-

puted pairwise Pearson correlations between the E-distances to control across the different fea-

ture spaces. While this yields high correlations across all feature spaces for the smaller dataset (Fig-
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Figure 3.9: (A, B) Pairwise E-distances for two datasets 119,141 between perturbations and control in different
feature spaces defined by four different methods (ChromVar, LSI-embedding, gene scores, and peaks). (C,D)
Corresponding pairwise Pearson correlations of E-distances to control across feature spaces.

93



ure 3.9C), we see less correlation in some cases for the larger dataset: ChromVar, as already evident

in the pairwise E-distance heatmap (Figure 3.9B), is the most uncorrelated to the other feature sets.

The remaining feature definition methods seem to correlate well with each other, with correlation

coefficients between 0.72 and 0.92.

In summary, the correct choice in scATAC-seq feature definition method should be guided by

the biological question. For instance, perturbations that affect non-coding regions will be less ade-

quately captured by e.g. gene scores which primarily focuses on regions around transcription start

sites of coding regions (genes). Furthermore, the resulting feature spaces serve different purposes

and are therefore only partially comparable. For example, the LSI embedding firstly is not meant to

provide directly interpretable features and secondly is already so low-dimensional (30 dimensions)

such that a PCA is not required nor useful, making it harder to compare E-distances to the other,

high-dimensional feature spaces. For a full comparison of scATAC-seq feature definition methods—

where different analysis aims were explicitly considered in a more rigorous way—we once again refer

to41.

Cell type distinguishability

To test whether E-distance values replicate differences between well-known cell types, we applied

the E-distance to a CITE-seq human peripheral blood mono-nuclear cell (PBMC) dataset with

existing cell type annotations81. Separately for RNA and protein (from antibody-derived tags), we

computed PCA-based E-distances between all pairs of cell types, equivalent to how perturbation

E-distance is computed. The resulting pairwise distance matrices were used to compute cell type

hierarchies (Figure 3.11, 3.12). We compare this hierarchy to known cell type relationships55. The

UMAP projection from the original study is in Figure 3.10 for comparison.

In both data modalities, B cell subtypes are clustered together, and platelets are the most distinct

from any other cell type. Lymphoid and myeloid cells form two separate groups in the E-distance
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Figure 3.10: Visualization of cell type relationships in full multimodal dataset after batch correction. Coordi-
nates and cell type annotations from81

Figure 3.11: Hierarchical clustering of pairwise E-distances computed using RNAmatches prior knowledge
of transcriptome-defined cell types. Dendrogram and heatmap use the same distances. Data from81
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Figure 3.12: As in Figure 3.11 but using antibody-tagged surface proteins instead of RNA.

hierarchy. Notably, innate lymphoid cell (ILC) and natural killer (NK) cell clusters form a distinct

group as well. ILCs are innate immune cells that functionally correspond to specific types of clas-

sical lymphocytes properly expressing diversified antigen receptors; NK cells are a type of ILC also

known as ILC4 and are functionally similar to cytotoxic T cells7,205. This functional similarity

translates to strong similarities in transcriptional profiles, which often leads to difficulties in distin-

guishing NK cells and cytotoxic T cells in scRNA-seq data. These cell types are more easily disen-

tangled by protein marker based distances, exemplifying the usefulness of CITE-seq as a method

for identifying immune cell types. Likewise, when using protein, T cells are clustered primarily by

CD4/CD8 type, whereas, when using RNA, they are clustered by functional phenotype (naive, pro-

liferating, memory). For instance, clustering the cells with the E-distance in RNA-space separates

proliferating cells of many types into a single cluster, likely due to shared expression of cell-cycle re-

lated genes; the cell cycle is known to have a strong effect on the transcriptome profile of cells and is

not captured by surface protein measurements.

We conclude by comparing RNA and protein representations that the protein modality more

accurately represents cell type differences traditionally defined by immunologists on the basis of

96



surface proteins, whereas the RNA representation primarily reflects functional programs of the

cells such as cytotoxicity or proliferation. In both cases, the E-distance accurately captures known

characteristics of each measurement modality.

In this example, E-distances are relatively large, and all cell types are distinguishable. In the case of

a smaller sample or more similar cell types, E-tests could be used to identify clusters which might be

combined for downstream analysis.

3.5 Discussion

We present a dataset resource and an intuitive method for quantifying and analyzing single-cell per-

turbation datasets. Processed data with added quality control metrics is available on scPerturb.org.

The uniform annotations in this resource enable data integration and benchmarking as well as ex-

ploration of shared perturbations across datasets. We introduce a bias-corrected E-distance for quan-

titatively comparing perturbations. We also investigate the effect of dataset specific parameters on

E-statistics, showing that E-statistics stabilize above 1000 counts per cell and 200–500 cells per per-

turbation.

While this work simplifies dataset access, joint analysis is limited by the complexity of data inte-

gration129. Across the eight drug datasets examined in this study, only 5 chemical agents occurred

in more than one dataset (Supplemental Table 3.4). Shared gene targets are found more often across

the CRISPR datasets (Supplemental Table 3.5). However, multiplicity of infection and other condi-

tions also frequently differ; comparisons are further complicated by distinct perturbation methods.

Considerable overlap of perturbations across studies makes this a useful resource for benchmarking

model generalizability. With more datasets anticipated, we will have the unique opportunity to inte-

grate datasets with more overlapping perturbations and nominate machine learning benchmarks for

data integration.
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Lack of standardization in data sharing and processing hampered the creation of this resource.

Although many processed datasets were available on the NCBI Gene Expression Omnibus (GEO)12,

there is no standard format for sharing CRISPR barcode assignments and other metadata. Starting

analysis from sequencing reads may have improved interoperability of datasets in this resource, but

guide assignment procedures and demultiplexing algorithms are experimental setup specific. For

scATAC-seq, data comparison is hindered by the lack of a standard method for feature assignment.

In particular, for scATAC-seq feature assignments specific to CRISPR perturbations, known loci-

of-action could be used to improve feature calls41. In all modalities, many datasets only supplied

processed data, or raw data was only available after institutional clearance. Adding more datasets to

this resource, or the creation of similar resources in the future, would be easier if there were standard

formats for sharing perturbation data, and, more generally, standard formats for sharing single-cell

annotations. A community-wide discussion on standardization of such data is urgently needed, as

was done for proteomic data70.

Experimental design choices such as the recommended minimal number of cells per perturbation

and the required sequencing depth for each cell depend on the questions the dataset is intended to

answer, and on the strength and uniqueness of the gene expression changes caused by the perturba-

tions. Unfortunately, it is difficult to ascertain to what extent low E-distances between perturbed

and unperturbed cells are caused by technical noise. Increasing dose or varying time between pertur-

bation start and harvesting of the cells may be advisable to increase the signal to noise ratio without

sequencing more cells. For perturbation distinguishability as defined by the E-test, regardless of

experimental parameters, we find that one should have at least 300 cells per perturbation and an

average of 1000 UMIs per cell.

We envision that the scPerturb collection of datasets and suggested E-statistics analytic frame-

work will be valuable starting points for analysis of single-cell perturbation data. The unified anno-

tations and perturbation significance testing should prove especially useful to the machine learning
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community for training models on this data. We expect new datasets and experimental perturba-

tion methods in the future will enable the community to develop novel computational approaches

which exploit the richness of single-cell perturbation data, aiming at the development of increasingly

accurate and quantitatively predictive models of cell biological processes and the design of targeted

interventions for investigational or therapeutic purposes.
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4
Conclusion

This thesis demonstrates the utility of single cell transcriptomics for the study of the immune system

in disease; it also makes clear some limitations of this technology. In Chapter 1, we apply transcrip-

tomics to the study of aspirin-exacerbated respiratory disease (AERD). This includes identifying a

previously unobserved cell subtype; this form of hypothesis-free discovery of cell states has been one

of the most significant applications of single-cell RNA sequencing (scRNA-seq) since its develop-

ment199. While this cell state remains of interest in AERD, follow-up experimental study has not
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observed any of these cells in surgical samples; whether they might eventually replicate in another

study remains to be seen. Separately, we use scRNA-seq to enhance our analysis of bulk RNA-seq,

deconvolving bulk samples by cell type and predicting which genes are predominantly expressed

by which cell types. These time course samples were the first study to look sequentially at how as-

pirin desensitization impacts the nasal transcriptome. Despite relatively low sample counts, we were

able to observe some consistent shifts in gene expression, including a reduction in expression levels

of alpha amylases during the acute aspirin reaction, and a reduction in IL5RA expression follow-

ing long-term desensitization. Application of a deconvolution algorithm indicated that these genes

are all primarily expressed by cilliated epithelial cells, indicating that even though the nasal epithe-

lium in the inferior turbinate does not produce polyps, polyp-preventing treatment also affects the

transcriptome of this tissue. In short, this work suggests that the inferior turbinate is a useful tis-

sue for evaluating drug response in AERD. A separate study by our collaborators used the inferior

turbinate as a marker of treatment response to Nucala, an IL-5 inhibitor, and similarly found it a

useful marker tissue29.

In Chapter 2, we apply a matrix decomposition algorithm for discovery of multi-cell-type gene

expression signatures to predict cell-cell interaction in triple-negative breast cancer (TNBC). We

use a breast cancer atlas151 to explore the effects of dimensionality reduction method choice on cor-

relation structure, finding multicellular programs (MCPs) which is reflected in existing literature

on TNBC. We also identify a pericyte substate specific to TNBCwhich is only discoverable when

cells were embedded in a latent space using a variational autoencoder (VAE), demonstrating the

importance of latent space choice in any scRNA-seq analysis. Using data from a study of TNBC

examining treatment response220, we find anMCP gene expression signature across B cell and T cell

subtypes could predict treatment response. This signature includes IL-7 signaling frommemory B

cells to naive and central memory T cells, where the T cells shared an increase in expression levels

of heat shock proteins (HSPs) and multiple subunits of the AP-1 transcription factor complex. In
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both cases, the findings are limited by the difficulty associated with confirming cell-cell communi-

cation predictions. The matrix decomposition algorithm is able to take complex data an extract out

stories; this sense-making is a key feature of any analysis of ultra-high-dimensional data. However,

this decomposition does not have any statistical guarantees, and there’s no clear means of quantify-

ing robustness of the resulting MCPs.

Seeking more robust statistical measures for moving from single cell data to interpretable biology,

in Chapter 3 we investigate a point cloud distance metric which can be used to quantify similarity

between cell states and statistically test cell state distinguishability within embeddings. To do so

robustly, we create a database of annotation-harmonized single cell perturbation datasets. Using

that database, we investigate performance of a distance metric and associated statistical test across a

variety of datasets and parameters, identifying the experimental parameters necessary for robustly

distinguishable perturbations. This work is already having an impact on the scientific community:

in the year since the database was made publicly available we have had more than 4000 data down-

loads. Our statistical analysis tools are also finding purchase: a recent paper investigating heterogene-

ity in treatment response among clonal cancer cells used our package to quantify distinguishability

between response states75. Our statistical work on cell state distinguishability is undoubtedly signif-

icant, but it barely scratches the surface of the ongoing need for improving robustness of statistical

tools for scRNA-seq.

Moreover, scRNA-seq datasets are growing, and new dataset sizes bring new computational

challenges. Standard analysis such as principle component analysis (PCA) is intractable in the ultra-

large dataset limit, requiring computational innovations115,117. One of the greatest challenges in

producing the work in Chapter 3 was lack of standardized formats for data sharing. Even the basic

analytic differential expression pipelines give gene expression differences that vary wildly with small

differences in normalization procedures145. Supposedly standardized analytic steps can also result

in divergent count matrices depending on alignment methodologies, though those differences are
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fortunately less drastic25. In most cases, studies share only processed data publicly; raw data access

often requires extensive bureaucratic processes, and, even when it is shared, basic processing code

frequently is not. When fully processed objects are shared, there is no single conventional file type

or metadata format; there is no standard method for transferring annotated data objects between

R and Python, and existing tools for this transfer can induce surprising errors or result in loss of

metadata. Lack of interoperability significantly hampers data access, slowing research and limiting

efforts towards multi-dataset analysis.

Even as scRNA-seq analysis remains incompletely solved, experimental techniques connecting

scRNA-seq to other forms of single cell observation are increasing prevalent. One limitation we

found when using scRNA-seq to study cell-cell communication is that RNA levels for receptors

tend to be low, making it difficult to ascertain their presence6,9. In measurements of mammalian

tissues, variability in mRNA levels explains only 40% of the variability in protein levels; moreover,

this percentage varies widely across different cell types and biological contexts26. This discrepancy is

particularly pronounced when examining receptors in scRNA-seq data; low expression of receptors,

coupled with high dropout in scRNA-seq, means that receptors are often unobserved6,9. These

receptors are the primary means of defining immune cell states in the literature and via prior exper-

imental methods, so computational analysis that enables matching to literature-defined cell states

is key—but even now remains an active area of work206. Augmentation of scRNA-seq have been

developed in which surface protein levels are assayed using RNA-tagged antibodies which are en-

capsulated along with their bound cells156,187. A more recently developed method, INS-seq, perme-

abilizes cells prior to scRNA-seq, and demonstrated the ability to bind fluorescent antibodies and

perform FACS pre-sequencing102. These experimental methods are still new, and computational

methods for analyzing their outputs are not fully established. Most methods treat the data types

separately during analysis, and focus on using the protein to identify cell types in the scRNA-seq

data132. One method, totalVI, uses a deep generative model of both RNA and protein measure-
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ments to create a joint representation for downstream analysis72. Another method learns relative

weights for different experimental modalities for producing a kNN graph, which is then used as the

basis for further analysis81. Connecting these joint embedding methods to methods for inferring

cell-cell communication is an exciting area for future work, as methods for this analysis that incor-

porate predictions of single cell protein levels drawn from external datasets are increasingly preva-

lent72,213,225,188. Innovation will be needed to create computational methods which fully utilize

multiple modalities to draw inferences about cellular behavior.

Spatial transcriptomics is another increasingly active experimental space open for innovative com-

putational techniques. Because single cell measurement methods are destructive, such approaches

are limited in what they can learn about cellular context62. Spatial data maintains this context, al-

lowing for stronger statements about cell-cell interactions and the ability to learn the spatial struc-

ture of otherwise-indistinguishable cell states in tissue24. Unfortunately, this is also a space where

large file sizes and data sharing procedures can pose a significant issue. Analytic pipelines must ex-

tract cells from images, then map expressed genes to cells. Building scientific understanding from

these images requires mathematical tools for geometric analysis. Even if one procedes from pro-

cessed cell-by-gene matrices as in scRNA-seq analysis, algorithms must use different measurement

models and error assumptions than are used when analyzing scRNA-seq data.

As discussed briefly in the conclusion of Chapter 2, we have begun analysis of a spatial pro-

teomics dataset to try to confirm some findings made with published scRNA-seq data. Tasks which

have become relatively straightforward in the scRNA-seq world such as cell type annotation must be

carried out anew in this space. While some methods exist for automated cell typing143, as in scRNA-

seq the methods perform relatively poorly—in our hands, half of the observed cells were classed as

unknown types, likely because the true biology is imperfectly reflected in the pre-defined list of tar-

get cell types. Work is ongoing to improve our cell type assignments, but this is still only considering

one of the modalities being captured from these samples. Connecting different imaging modalities
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across tissue slices is every bit as important and complex as connecting measurement modalities

across modes. There is so much biology that can be learned from these methodologies that was

previously completely inaccessible—but getting there is going to require intensive innovations in

bioinformatics methods.

I was lucky enough to complete my PhD during the rise of scRNA-seq and the transforma-

tion from small niche datasets into rich atlases. Looking forward, methods for sense-making from

larger and more complex datasets will be key, as well as methods for combining information across

datasets. There are tantalizing hints of the future of computation in this space already. Founda-

tion models trained across mega-datasets of tens of millions of cells appear to be the future of cross

dataset analysis45,42,195; fine-tuning of the models to address specific tasks is likely to dramatically

alter the field in the years to come. Determining how to evaluate what is learned from those models,

and bringing statistical rigor to any deep learning work. It is my hope that work presented here on

using single cell transcriptomics to produce interpretable and meaningful biological findings will

remain of use as the field moves forward.

105



A
An unbiased estimator for the E-distance

The standard E-distance, as described by193 uses the following formula:

δXY =
1

NM

M∑

i=1

N∑

j=1
||xi − yj|| (A.1)

σX =
1
N2

N∑

i=1

N∑

j=1
||xi − xj|| (A.2)
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and σY defined accordingly. Intuitively, δXY is the mean distance between cells from the two dis-

tributions, while σX describes the mean distance between a cell from X to another cell from X. The

E-distance between X and Y is defined as:

E(X,Y) := 2δXY − σX − σY (A.3)

Notably, when these summations are used to estimate the E-distance of distributions, the esti-

mates are biased, increasing in the small sample regime. This is because σ decreases for lower number

of samples, even though small sample counts should correspond to high uncertainty and therefore

should be weighted with high dispersion values. To demonstrate this bias, we simulated samples

from a standard normal distribution in 30 dimensions, where all dimensions had the same mean and

variance. We used two different distributions corresponding to a control and a perturbed group of

cells. Their means differed by 4 and their standard deviations were either 3 and 1 (upper row) or 5

and 3 (lower row). As can be seen in Fig A.1, the naive estimator increases in value for small N. We

thus introduce here a sample-corrected estimator for σ:

σX =
1

N(N− 1)

N∑

i=1

N∑

j=1
||xi − xj|| (A.4)

This sample correction is sufficient to remove bias from the estimator in the case of a squared Eu-

clidean metric, and the corrected E-distance remains stable at low sample numbers. The calculation

of δwas not biased to begin with so is not shown. The sample correction accounts for the fact that

the entries of the summation with i = j, i.e. the diagonal entries of the underlying pairwise distance

matrix, are uniformly 0.
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In the case where the metric used to compute the E-distance is the squared Euclidian distance,

this estimator is also theoretically unbiased, as shown by the following:

Let x1, . . . , xN ∈ RD be i.i.d. samples with mean μ = (μ1, . . . , μD)
T and sample variance

S2 = (S21 , . . . , S2D)T. We show that the sample-corrected σX can be expressed using the sample

variance S2. Let xk denote the k-th entry of the vector x.

N∑

i=1

N∑

j=1
‖xi − xj‖2

=
D∑

k=1

N∑

i=1

N∑

j=1
(xki − xkj )2

=
D∑

k=1

N∑

i=1

N∑

j=1
((xki − μk)− (xkj − μk))

2

=
D∑

k=1

N∑

i=1

N∑

j=1
((xki − μk)

2 − 2(xki − μk)(x
k
j − μk) + (xkj − μk)

2

=
D∑

k=1

N∑

i=1



N(xki − μk)
2 − 2(xki − μk)

N∑

j=1
(xkj − μk) +

N∑

j=1
(xkj − μk)

2





=
D∑

k=1

N∑

i=1

[
N(xki − μk)

2 − 2(xki − μk)(Nμk −Nμk) + (N− 1)s2k
]

=
D∑

k=1

[
N(N− 1)S2k − 2(Nμk −Nμk)(Nμk −Nμk) +N(N− 1)S2k

]

=
D∑

k=1
2N(N− 1)S2k

where we made use of
∑N

i=1 xki = Nμk and
∑N

i=1(xki − μk)
2 = (N − 1)Sk which follow directly

from their respective definitions.
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Ultimately, we have:

σX =
D∑

k=1
2S2k (A.5)

Then, since the sample variance S2k is an unbiased estimator for the population variance (i.e.

E[S2k] = σ2k), the sample-corrected σX in Equation A.4 is an unbiased estimator for the dispersion

of the multivariate point cloud given by x1, . . . , xN. Likewise, the the original definition of σX in

Equation A.2 is a biased estimator. For δXY we observe robustness to the number of cells empirically

to begin with, so we did not investigate bias of this term.

Despite the theoretical stability of this estimator, when applied to real single-cell data after PCA,

we still observe that the E-distance increases for small numbers of cells (see Figure 5 in the main text).

This low-n behavior is due to the nature of PCA; the assumptions underlying PCA’s ability to fully

represent the data break down in the low sample regime99. To confirm, we simulated 30 dimensions

of data using standard Gaussian, then applied PCA before calculating E-distance. As expected, we

observe strong deviations in both δ and σ attributed to PCA (Fig A.2). The estimators converge at

100 samples. As such, at least 200 cells per condition is likely sufficient for a stable distance measure.

Unless otherwise noted, all E-distance calculations reported in the main paper and in this supple-

ment use the squared Euclidean metric and the bias correction factor.
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Figure A.1: Sample correcting the calculation for σ removes count bias of the E-distance with respect to
sample size. The naive estimator uses Equation A.2, and the bias corrected uses Equation A.4. Vertical lines
show standard deviation across 50 simulation runs. The mean of σ and E-distance remain confident as fewer
data points are sampled. Each of the 30 dimensions used in this example is an independent Gaussian with the
same mean and variance.

Figure A.2: PCA prior to E-distance biases results at low n. Both sigma and delta change due to PCA. Con-
vergence at around 100 cells. Dimensions were independent.
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B
Robustness Analysis of E-statistics

Most CRISPR perturbation studies sequence many more unperturbed cells than perturbed ones.

Moreover, although we equalized perturbation cell counts for benchmarking, in a real-world dataset

this may not be feasible or may result in discarding too many cells (as in the example analysis of73).

In order to explore the effect of asymmetric sample sizes, we varied the number of control cells while

keeping the number of cells per perturbation fixed at 200 cells. For each perturbation in153, we cal-

culated the E-distance to control and evaluated E-test significance (Figure B.1). Subsampling and
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Figure B.1: Asymmetric sample sizes: as long as both conditions have at least 200 cells, E-distances and E-
tests are well-behaved. For varying number of cells in the control group and fixed (n=200) number of cells per
perturbed group we recorded for each perturbation the (A) E-distance to control cells and (B) the number of
perturbations with a significant E-test (p-value< 0.05). Black line corresponds to average over all perturba-
tions, all colored lines to different perturbations. RNA data from153.

PCA was performed independently for each control cell count. As previously described for sym-

metric sample sizes (Figure A.2), the E-distance increased in the ultra-low-cell regime (Figure B.1A).

Increasing the number of control cells above 200 did not consistently increase the number of pertur-

bations flagged as significant (Figure B.1B).

Thus, E-statistics are empirically robust to asymmetric sample sizes as long as each sample con-

sists of at least 200 cells. Since the control population is used as reference for every single statistical

test for each perturbation respectively, it is crucial to include at least this many control cells when

designing an experiment.

We evaluated the impact of feature selection and feature counts on E-distance by changing the

which genes are used to compute PCA (Figure B.2A). highly variable genes (HVGs) were computed

using the ’seurat_v3’ flavor in scanpy.tl.highly_variable. We investigated this comparison using

two drug datasets with varying numbers of perturbations153,223. In both cases, distances are largely

stable above 2000 HVGs (Figure B.2A,B). Moreover, for most datasets the number of HVGs used
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to compute the principle components (PCs) had almost no effect on E-testing above 500 HVGs

(Figure B.4B). The SchraivogelSteinmetz2020176 is TAP-seq, so has fewer genes measured than all

other datasets. The faster decrease in significance observed in this dataset indicates stronger sensitiv-

ity on the number of PCs with fewer features available. Based on this analysis, we use 2000 highly

variable genes prior to PCA throughout.

Notably, the algorithm used to identify highly variable genes does not take into account pertur-

bation or cell labels. In a prior work applying E-distance to single cell RNA-seq data, highly variable

genes were enriched by including additional differentially expressed genes for each perturbation166.

Particularly in cases where the number of perturbations is large, or if the effect of each perturbation

is small, this selective enrichment could be necessary to evaluate distinguishability of more modest

perturbations. To test this, we compared E-statistics outcomes across multiple ways of selecting vari-

able genes on two datasets153,166. As can be seen in Figure B.2C and Figure B.2D, augmented gene

lists have little impact on the calculated E-distances after PCA.

In the “hybrid” approach, the set of differentially expressed genes (DEGs) was used to augment

the list of HVGs, as described in166. Although the inclusion of DEGs is conceptually attractive,

DEG identification is not a settled question; there is poor overlap of DEGs across methods91 and

single-cell DEGs are not a consistent measure of effect size180. Depending on the dataset and the

heterogeneity of perturbations in the dataset the number of unique genes in the union of 50 top

DEGs varies substantially (Figure B.3). Due to this inconsistency, the challenge of properly perform-

ing DE testing, and its minimal impact on observed distances, we recommend using the 2000 HVG

E-distance.

We also examined how choices made in computing the PCs used in distance calculations affects

E-statistics. The number of PCs used from PCA to compute the E-distance had a moderate effect

on E-test results, mildly decreasing the number of significant perturbations (Figure B.4A). Interest-

ingly, E-test significance was lost most rapidly in a TAP-seq (targeted Perturb-seq) experiment176.
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Figure B.2: (A),(B) E-distance is largely stable when at least 2000 (gray line) genes are used to compute PCA.
The dotted line is at 2000 highly variable genes. (C),(D) Modification of feature selection to specifically use
genes which are differentially expressed under perturbations minimally effects the E-distance. HVG: highly
variable genes; DEG: differentially expressed genes; hybrid: the union of HVGs and DEGs.
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Figure B.3: Overlap of genes from different feature selection methods in the two datasets considered.

TAP-seq only measures approximately 3000 pre-defined genes of interest, and thus has far fewer

starting features than other datasets. This leads to reduced correlation between genes in the resulting

expression matrix, and thus fewer PCs are needed to sufficiently describe the data. Computing PCs

separately for each perturbation rather than jointly across all perturbations in a given dataset simi-

larly had minimal impact on the resulting E-distances (Figure B.4C). Taken together, this analysis

indicates that E-statistics can be calculated as part of an existing computational workflow, which

already includes calculating PCs across the full dataset.

To examine the interplay between the possible confounding factors, we jointly varied the num-

ber of cells per perturbation, the average number of counts per cell, the number of HVGs used for

PCA, and the number of PCs used to compute the E-distance for representative CRISPR and drug

perturbation datasets (NormanWeissman2019_filtered149; ZhaoSims2021223). We recorded the av-

erage E-distance to unperturbed, the average p-value in the E-test to unperturbed, and the number

of perturbations with a significant (p-value< 0.05) E-test (Figure B.5).

Interestingly, when reducing the number of counts the E-test significance results in Norman-

Weissman2019_filtered did not converge for 200 cells; 500 cells were required to stabilize findings.

In ZhaoSims2021, however, significance of the perturbation was stable even for low cell or count

numbers. This supports our observations that drug perturbations induce stronger shifts in tran-
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Figure B.4: Tests on robustness of E-statistics to dataset properties and parameters. (A) Changing the num-
ber of principal components from PCA has a small effect on the E-test for most datasets. (B) For most
datasets, E-test results are stable between 500 and 4000 HVGs. (C) E-distance computed in a single, joint
PCA is highly correlated with E-distance computed in a separate PCA per perturbed-unperturbed combi-
nation across three exemplary datasets. Consistently high Pearson correlations indicate strong equivalence
between both approaches across datasets. Perturbations were subset to 200 cells prior to other calculations;
perturbations with fewer than 200 cells were removed.
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Figure B.5: Impact of jointly varying multiple parameters on empirical E-statistics results. For two datasets
(top: NormanWeissman2019_filtered149; bottom: ZhaoSims2021223) the following were jointly varied: cells
per perturbation, average counts per cell, HVGs used for PCA, and PCs used to compute the E-distance.
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scriptome profiles relative to CRISPR perturbations. Additionally, while the E-distance seems to

quickly converge with number of cells, where convergence speed strongly depends on the dataset,

higher numbers of counts increase the signal-to-noise ratio and therefore the E-distance would likely

continue to increase at counts per cell beyond the maximum of 10000 counts per cell considered

here.

We also investigated the impact of varying both the number of HVGs and the number of PCs, as

each represents a type of feature selection or weighting method prior to E-distance calculation. In

almost all cases 50 PCs and 2000 HVGs give stable E-test results, with minimally higher E-distances

for higher numbers of PCs and HVGs.

Note that additional confounding factors such as the number of cells actually affected by a per-

turbation (which in the case of CRISPR-Cas9 is lower than 100%) and batch effects can also influ-

ence E-distance, and analysis should be applied with care in those settings. We recommend perform-

ing E-testing per batch and aggregating the results, or applying a batch correction method of choice

prior to PCA. Future work on statistical methods should work towards accounting for batches.
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C
Computational complexity of the E-test

We perform E-testing as a Monte Carlo permutation test (MCPT) using the E-distance based on

pairwise distances in PCA space as test statistic between groups of cells. Therefore, the computa-

tional complexity of the E-test is composed of

ComplexityE-test ∼ ComplexityPCA + ComplexityPairwise distance + ComplexityMCPT (C.1)
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Wewill examine each term separately. First, let us define some parameters (typical values in paren-

theses):

• n: Number of cells per perturbation, assuming same sizes for simplicity (100-2000)

• m: Number of control cells (usually a bit larger than n)

• k: Number of perturbations in the dataset (2-30000, usually depending on the perturbation

method)

• s: Number of permutations for the MCPT (we recommend at least 1000-10000)

• d: Dimension of the data for PCA (2000 highly variable genes)

• p: Number of PCs used from PCA (50, usually between 10 and 100)

PCA essentially consist of two steps: first calculating the covariance matrix of the dataO(d2(kn+

m)), then performing eigendecomposition of that matrixO(d3). This complexity can be reduced by

using less features d or by using chunked PCA, as implemented by scanpy.pp.pca212.

Pairwise distance computation requires to calculate distances only across each perturbation and

the control cells in the lower-dimensional PCA space with p dimensions. Hence, it scales with

O(pk(nm)2). Note that this scales linearly with the number of perturbations k, but quadratically

with the number of cells per perturbation or control. We expect that future datasets will be focused

on increasing k instead of n orm.

The computational complexity of the MCPT is given byO(skp(n2 +m2 + nm)), scaling linearly

in the number of permutations s and the number of perturbations k respectively. Crucially, this

holds because we compute the pairwise distances once at the beginning instead of recomputing

them at every permutation. Thus, a permutation only requires summations over different sets of

vectors. This reduces the complexity of one permutation toO(p(n2 + m2 + nm)), which is given
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by the calculation of averages from pre-computed distances in the p-dimensional PCA space for the

E-distance terms σn, σm, and δnm respectively. In addition, we parallelized the permutations of the

MCPT across multiple threads, yielding a further increase in computation speed by a factor of 16

on our machines.

Taken together, the whole E-test procedure scales linearly with the number of permutations k,

while scaling quadratically in the number of cells. We think that down-sampling cells is a feasible

option—in case of too large datasets—as our investigations indicate that the E-distance converges

quickly with the number of cells provided.

For the average dataset sub-sampled to 200 cells per perturbation, the E-test with 10,000 permu-

tations runs within a few minutes on a laptop with 16 GB of memory. For the largest dataset in the

scPerturb database, a genome-wide perturbation screen from166, we also sub-sampled to 200 cells

for each of approximately 5000 perturbations. In this case, running the E-test with 10,000 permuta-

tions on 16 threads took 9 hours.
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